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SECTION 1
INTRODUCTION

Introdiv.ction

1.

The stbject of this study is "Redundancy” in digital ilight
control systems. One of the objectives of the study is to ident~
ify those characteristics of the digital computer wiich tend to
improve or lessen mission and flight safety reliability and to
suggest requirements and design and validation procedures which
wiil insure compliance with these objectives without compromising
performance. In this context the following specific areas
(among others) were considered:

a. Failure detection capability of the digital computer
b. The effects of undetected failures +
c. Inflight and preflight test requirements
d. Flight safety evaluation criteria

e. Reduction in the number of redundant channels through
improved failure detection

f. Techniques of signal selection as a means to improve
flight safety reliability

g. Isolation, buffering and I/0 requirements
h. Validation of test p: ocedures
i. Multiplexed communications

Unfortunately, time did not permit the inclusion of the
important topic of survivability and the effects of battle
damage.

Throughout the ttudy, emphasis was placed on identifying
general problem areas and formulating design data ra“her than on
proposing solutions toc specific problems. The justification for
this approach is that there is hardly any task in the flight con-
trol application which is not specific to a particular set of
conditions; i.e., noise environment, configuration, mission an’
reliability objectives, etc. As a consequence, a solution in o..e
situation may be invalid in another. There is another area in
which a certain restraint is desirable and that is when imposing
requirements to insure that a particular objective is achieved.
Too frequently such requirements are based on inadequate data, and




therefore could become an impediment to a good design or could
tend to replace sound engineering judgment. It is therelore
hoped that, in those few instances when general requirements have
to be proposed, due consideration is given to alternatives which

may be better for specific applications.




SECTION 2

SUMMARY

2, Summary

The major areas of investigation are summarized in the
following paragraphs,

Section 13

Mission and flight safety reliability goals are estab-
lished based on field data of existing military and
commercial aircraft.

Failure detection capability of a test is defined in
terms of test coverage and sensitivity to nuisance
alarms. In terms of these parameters, the failure de-
tection requirements of a redundant configuration can
be specified,

Section 4

Ground rules are established for the tradeoffs of
redundant configurations, including those character-
istics of secondary actuators and signal selection
devices which are pertinent to the study.

The effects of combinations of detected and undetected
failures and nuisance alarms on several candidate re-
dundant configurations are discussed.

Abort strategies are defined and abort rate computed
for each candidate configuration,

Section 5

This section contains the results of the flight safety

reliability tradeoffs of the candidate configurations.

Section 6

The techniques and methods of the previous sections

are applied to the longitudinal axis of the 680-J airplane using
F~4 component reliability data.

Section 7

Pertinent differences between analog and digital

implementation of a FBW PFCS are discussed,




Section 8

Based upon results of the study additional requirements
for inclusion in MIL=-STD-9490D are recommended.

Section 9

Conclusions and recommendations for future action
are presented.

3. Aggendices

The Appendices generally contain either detailed mathe-
matical derivaticens, reference and supporting data, or subject
matter which, although important from the point of view of
redundancy, was not considered appropriate for the main text.
Included in this latter category are discussions of:

a. Redundant Second:iry Actuators

b. Signal Selectior. and Monitoring

c. Self Test Considerations

d. Multiplex Communications

e, Test Validation Considerations




SECTION 3
EVALUATION CRITERIA FOR REDUNDANCY STUDIES

1. Design Goals Established

In the following chapters, tradeoff studies of digital
flight control configurations will be reported. It is assvmed
that the control system is flight critical and its loss would
result in loss of the airplane. In particular, the intended
application is either a fly-by-wire (FBW) primary flight
control system (PFCS) or a control and stability augmentation
system (CAS/SAS) for an aircraft that could be statically or
dynamically unstable in certain portions of its flight regime.

In these studies, configurations are evaluated from the
point of view of miesion and flight safety reliability. Other
factors, perhaps equally important, were considered to the
extent that they imposed constraints on the candidate con-
figurations. Cost, size, weight, power, maintainability,
survivability and reliability are some of these factors.

a. Flight Safety Reliability Goals

The following estimates of flight safety reliability
(and mission reliability in the next section) were obtained
from surveys of military fighter and cargo aircraft in the
time period 1960-1973 and commercial aircraft in the time
period 1950-1960., The estimates are given in terms of loss
rates (designated LR=losses/flight hour) involving either all
flight controls or primary flight controls. The flight controls
category includes:

° primary flight control

° secondary flight control

[ automatic flight control

° hvdraulic and electrical power supplies

The primary flight controls include:

[ rudder, aileron, elevator (stabilator) actuators
o control linkages
° feel and trim system




———
.

In a survey (Ref. 1) of several types of naval fighter
aircraft (e.g.,, F-4, F-8, A-5, A-6, A~7) in the time period
1960-1970, the following estimates are given:

Flight Controls

LR = 11,6 x 106 (averaged over all aircraft
types)

LR = 10.35 x 10~ (for the F-4)

Primary Flight Controls

LR = 5,5 x 10~6 (averaged over all aircraft
types)

IR = 6.6 x 10~% (for the F-4)
The loss rates involving the PFCS were attributed

to either the power actuators or control linkages, the estimated
average distribution being

Power Actuator: IR = 3.2 x 10~°
Control Linkage: LR = 2,3 x 10°°
Total LR = 5.5 x 10~6

The cited estimates include the additional hazard of carrier
operations., Tthen losses are deleted which could be attributed
to the carrier environment, the resultant estimate is

LR = 4,63 x 10~% (for the F-4)
as compared with

LR

6.6 x 10™% for carrier operations,

In another survey (Ref. 2) of USAF aircraft (e.q.,
F=-4, F-101, F~111) in the time period 1966-1970 the following
estimates are given:

Flight Controls (Excluding llydraulic and Electrical
Pover Supplies)

LR = 30,0 x 107° (averaged over all aircraft
types)

LR = 5.8 x 10" (for the F-U)
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Primary Flight Controls

LR = 13.7 x 10°% (averaged over all aircraft
types)

IR = 3.8 x 10”6 (for the F-#)

It is interesting to note the loss rate due to all
causes., From data supplied by Tactical Air Command coverina
all types of military aircraft the estimates are:

LR = 120.0 x 10% (for fighter aircraft)

LR = 20,0 x 10~% (for cargo aircraft)

for the time period 1966-1970., Supporting data is given in
Ref. 14, There the loss rate due to all causes, for the vear
1967, is

LR = 140.0 x 1076
(averaged over 7 types of fighter aircraft)

LR = 141.0 x 10~% (for the F-4).

An estimate of the loss rate of the present F-4 primary flight
control system, longitudinal axis, is

LR = 1.145 x 10~8

assuming a stabilator actuator failure rate of 1.0 x 10"6
failures/hour. This estimate includes hydraulic and electrical
power supplies and current equipment failure rates,

Footnote: In a survey of commercial aircraft(Ref, 16) in the
time period 1950-1960 the loss rate of the PFCS is
estimated to be

LR = 0,23 x 1076,




Reference 19 ( MIL-F-9490D User's Guide) cites the
following estimates:

Flight Controls (Including Hydraulic and Electrical
Power Supplies)

LR = 0.55 x 10-6 (averaged over B-52, C-135,
C~141 aircraft, 1964-1973)

LR = 8.97 x 10~6 (F~a, 1960-1970)

LR = 2.88 x 10 (rotary wing aircraft averaged

over H-1, H-3, H=-43, H-53)

Summarizing these estimates and making allowances for improve-
ment in equipment the following projection is considered a
reasonable goal for flight safety reliability of a primary
flight control system which includes hydraulic and electrical
power supplies:

6

LR = 3.0 x 10°° (for fighter aircraft)

b. Mission Reliability Goals

In Ref. 2 mission reliability estimates are given in
terms of in-flight abort rate (AR = Aborts/Flight Hour) for the
referenced aircraft. Since aborts are not normally reported
as such when accidents occur on the homeward leqg of the mission,
the following estimates have been modified (by the factor 1.5)
to reflect the rate throughout the entire mission:

Flight Controls (Excluding Hydraulic and Electrical
Power Supplies)

AR = 2,295.0 x 10°° (averaged over all aircraft
types)

6

AR = 1,710.0 x 10" ° (for the F-4)

Primary Flight Controls

AR = 450,0 x 10~6 (averaged over all aircraft
types)

AR = 420.0 x 107% (for the F-u)
In Ref, 1 the estimated abort rate is
AR = 165 x 10~% (F-4, Navy)

Loss rate data is summarized in Table 1.
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2, Inflight and Preflight Test Coverage

Of the many elements which influence flight safety
reliability, the following are primary:

° Component Reliability
° Configuration (Redundancv, end-to-end, etc)
° Failure Detection Capability

At the present time the reliability of a non~redundant FBwW
PFCS is not sufficient to achieve the reliability goals es-
tablished in the previous section. Excluding sensors and
primary actuators, the combined failure rate of digital con-
trg%ler and a secondary actuator would probably exceed 300 x
10 "failures/hour. Because of this deficiency of the basic
components it is necessary to resort to redundancy techniques
to improve system reliability.

Regardless of the levels of redundancy, every redundant
configuration inherently depends upon some form of failure
detection and subsequent removal or rerouting of failed com-
ponents either before or during each mission. One of the ob-
jectives of this study is to define a measure of failure
detection capability which can be used to specify failure
detection requirements for a given redundant system and
reliability goal and to show to what extent system reliability
is compromised by non-perfect failure detection.

The basic unit of the system is the LRU (Line Replaceable
Unit) whicP for purposes of this discussion, is the smallest
field-replaceable system element. Associated with each LRU
is a failure detection device whose function is to alarm if the
LRU does not conform to some model characteristics. The LRU
is assumed to consist of a large number of components, each
with a small probability of failing during a mission of duration,
T. The LRU is considered to have failed when at least one
component fails. Finally, it is assumed that failures of all
components including the LRU are Poisson* distributed in time,

* See Appendix III
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Define:

F = Event that the LRU fails during the mission
A = Event that the LRU alarms during the mission
F=0NotF
A = Not A

The probability model consists of the events F, ¥, A, A, FA, FA,
FA, FA together with their probabilities of occurrence during
the mission. In this context,

FA is an undetected failure,
FA is a nuisance alarm,
FA is a detected failure,

According to this model the occurrence of a failure and an alarm
during the mission is a detected failure regardless of their
order of occurrence or the time interval between faiiure and
alarm. The alarm device is a failure detector and annunciator
which may be either dedicated hardware, as with a comparator, or
a self-test soft ware program or a combination of both.

Details of the following discussion can be found in
Appendix IIX,

Define
a= P(R|F)= P(FR)/P(F) (1
8= P(F|a)= P(Fa)/pP(A) (2)

i.e., «, B are the conditional
probabilities of A given F
and r given A, respectively.

1"




It is shown in Appendix III that The following relationships
apply:

P(FA) = az (3)
P(FA) = (1-a)z (4)
p(Fa) = _8 (1: ;)z (5)
P(FA) = 4_ (1=a B) (6)
1 _szr_._z
P(A) = 1-a (N
T=p%

where z = P(F).

From the above expressions it can be seen that the proba-
bilities of the events FA, FA, FA, FA, A can be obtained in
terms of the three parameters «, g, P(F)., These parameters
may be selected independently* subject only to the ccnstraint
imposed by the inequality

0 < (%E—%-)z +az < 1. (8)

The quantities, « and § , are measures of ‘he failure detection
capability of a test relative to the LRU being tested. The
quantity f is a mnasure of the sensitivity tc nuisance alarms

and it is desirabie that f§ be small for a given test. The
aquantity a« , however, does not refiect the detection capabilities
of the test depending, as it does, on the interaction between
nuisance alarms and alarms which are the result of detected
failures, Thus, a small value of « is not necessarily a good
indicator of detection capability. This is not surprising

since the probability model does not disting.ish between causal

¥ a and § may be functionally rclated, depending upon the
detection procednre.




and non-causal alarms.* However, in the complete absence of
nuisance alarms; i.e., 3= 0, a is equal to the ratio of un-
detected to total failures, assuming that all failures are
equiprobable** In this case a is called the test deficiency
and 1- a is called the test coverage. Observe that 1- a 1s
equal to the ratio of detected to total failures, It is shown
in Appendix III that, if the mission time is sufficiently small,
then

Test Deficiency = P (A|F), approximately.

*Causal alarm = an alarm caused by a failure,
**1f A = failure rate of the LRU and

» , = failure rate of that portion of the LPU which is not
tested then

A
Test deficiency = @

if the mission time is sufficiently small,




a. Applving the Probability Model

In the context of estimating the flight safety re-
liability of a redundant control system the procedure for
applying the probability model is:

(1) Determine « , § and P(F) for each LRU, This
presumes that a test procedure exists for each LRU,

(2) Define the event, E, of the loss of the airvlane
or loss of system, as_the case may be, in terms of the events F,
¥, A, &, FA, FA, FA, FA for each system LRU, The event, E, is
application dependent and will differ for each confiquration,
servo characteristics, etc.

(3) Ccmpute P(E).

Implicit in this procedure is the assumption that
® and B can be determined for each LRU independently of any
other LRU or even of the configuration itself, It is recocanized
that this assumption may not always be valid for certain kinds
of tests, notably comparison monitoring, where an upstream
failure cquld prevent detection of failures downstream or
where a failure in one channel could seriously degrade coverage
in the other channels. While such <haracteristics are un=-
desirakle in any test and should be avoided whenever possible,
it is necessary to include such considerations in the evaluation
of a aiven test.

D, Examnle

Consider a dual, standby confiquration consisting of
a sinagle actuator commanded by one of two computers. 1In the
event that the command computer fails the standby computer is
switched onto the driving channel. Assume that
(1) the servo has a zero failure rate,

(2) each computer is in a non~failed state at the
start of the mission,

(3) the standby computer is powered throuchout the
mission,

(4) loss of system occurs when
(5) a mission abort occurs when

E = (A1+I\2) T,

14
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where the subscripts 1 and 2 designate the active and standby
channels, respectively. The probability of loss of system is

P(EQ) = P(A1)P(F2) + P(F1A1)
= i:g z2+az
where
- _ _ _q..-AT
z—zl—zz-P(Fl) —P\FZ) = l-e

In the absence of nuisance alarms, i.e., § =0,

P(EL) = l-a)zz + az,

In order to estimate inflight test requirements assume

(a) z = 300 x 10‘6, which is a typical single
channel failure rate, and

(9& two thirds of the flicht safety reliability
goal of 3.0 x 10 for fighter aircraft is allocated to the
servos., Then, in order to meet the flight safety reliability
goal, it is necessary that

6 6

az = ax 300 x 10 <1,0x 10

or a s ,00333.,..
oY l"a' 2 . 99666- .0

i.e. 99,.66% of all failures must be detected.

It should be noted that in the active/standby arrangement in-
flight failures must be detected and acted upcn almost immediately
as they occur in order to prevent the failure transients from pro-
pacgating to the surfaces. This imposes a severe additional re-
quirement on inflight test. The effects of nuisan‘e alarms on
loss of system can be obtained by setting o« = 0, Thus
2
P(EL) =

z
1-p

15
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Obviously nuisance alarms have a neglible effect on loss of
system in this exaw'ple., However, nuisance alarms have a very
significant effect on mission aborts. From the event of
mission abort, the probabilitv is seen tc be

l-a .
P( Ea) = 2 18 z, approximately.

If 1 out of every 2 alarms is a nuisance alarm then

P(E,) = 4z =4x 1074 =400x 10"®  (if o is small)

which is approximately the abort rate for the F-4,

3. Latent Failures

In estimating the probability of success of a given
mission two types of failures must be considered:

a. Infligh+ Failures: Failures which occur during the
mission,

b, Latent Failures: Failures which occurred nre-
viouslv and were not removed or detected by inflight monitors
on successive applications of preflight tests.

Latent failures can be subdivided into active and
passive. Active failures directly affect a computation in the
signal chain and are presumed to have failed the entire LRU.
Passive latent failures do not directly affect the signal
chain unless accompanied by additional, and possibly remotely
occurring, failures or even system states. Examples of such
failures would include limiters, states or state transition
paths of MSI devices such as random access memories, inflight
monitors, ground test equipment etc. The effects of passive
latent failures on flight safety reliability are difficult to
establish since such failures can exist simultaneously in all
channels of a redundant syscem without adversely affecting
system operation, As a consequence, a reliability model which
includes the effects of passive latent failures does not
appear to be feasible, For purposes of this study all latent
failuras are presumed to be active, This approach, althouch
somewhat unrealistic, is at least conservative. ‘

16
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While some redundant configurations are less sensitive
to latent failures than others, latent failures tend to compro-
mise flight safety reliability in all conficurations. The
extent of this compromise will be determined in subsequent
sections., We proceed now to derive an expression for the
probability of a latent failure of an LRU,

Here and throughout the remainder of the report it
will be convenient to distinguish between inflight monitoring
and preflight tests. 1Inflight monitoring is performed during
the mis<_.on and for the purpose of removing failures in order
to reduce failure transients or to improve the benefits of
cross strapping. Preflight test is administered on the ground
and before every mission for the purpose of detecting latent
failures. It is desirable, at least from the operations point
of view, that preflight test be built-in.

The major system components whose failure must be
detected either inflight or in preflight test are

° sensors
° digital computers

o actuators

) displays and controls

°® moni :oring, testing and disengage devices
°® communications paths

o redundant system - associated-c .mponents

such as signal selection devices, inter-
computer links, etc,

With the possible exception of the displays, an
undetected failure of any of these components could seriously
compromise the operational capability and safety of the aircraft.

According to the assumption which regards the LRU
as the umallest field replaceable system element, a detected
failu. : € any component within an LRU will cause the entire
LRU to ne replaced. As a consequence, a latent failure will
be removed if the failure is detected or if some other failure
of the LRU occurs and is detected. Regarding the existence and
detection of latent failures, we make the following additional
assumptions:

17




) The existence of a latent failure of an LRU
does not impair detection of subsequent failures
provided that it was not the test or alarm
mechanism that failed.

° A failure, once undetected, will remain un-
detected no matter how frequently the test
is administered.

This latter assumption tends to be more valid for computer self
test than for comparison monitoring. In any case it is a con-
servative assumption.

let £ = Event of a latent failure at the start
N of the Nth missior,

FN = Event of an inflight failure during the
N=1 th mission

AN = Event of an alarm of the preflight test
prior to the N+1 mission.

The preflight test may incorporate inflight monitoring. Thus,
Ay may include inflight monitoring during the Nth missior.

A latent failure at the start of the Nth mission ceén
occur if and only if

1:‘N-IAN--I

. =F  f (F.., . A

N Fner e P e Anad) I s ol (9)

In other words, a latent failure can occur at the start of the
Nth mission if and only if

° A latent failure existed at the start of theéb4)th
mission and no inflight failure occurred, or

° No latent failure existed at the start of the
C-ch mission and an inflight failure
cu

o red and was not detected, or

N-1)th mission and an inflight failure

™ ? laient failure existed at the start of the
occurred and was not detected.

Taking probabilities of both sides of (9) yields

18
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F. 10
PEY) = P(Fy_ )Pl ) (10)
+ P(FN-IAN-I) P( TN_I)
+ P(FN~1AN-1) p(fN-l)
= (1-z) P(f ) taz
where z = P(FN_ ) and a, is the preflight test deficiency.
Solving difference equation (10) for the initial condition
P(f4) = 0 yields
N-1
= {1- 1
P(fy) @ [1 (1-z) ] (11)

as the probability of a latent failure at the start of the Nth
mission. Observe that, since z = 1-e~AT

) -A(N-1)T
P(f) e (l-e l .

Thus, P(fN) approaches ¢!p exponentially with a time constant

equal to 1/x hours. If the LRU incorporates the whole channel
then z = 10'6, approximately, and 1/x = 3,333 hours. Because
of the existence of latent failures the probability of loss

of airplane will be a function of 2lapsed operational time,
Define

L = Event of loss of airplane during the Nth
mission given that the airplane survived
the previous N-1 missions.

The prouability, P(L.), is the primary measure of flight safety.
Howvever, before evaluating P(Ly) it is necessary to obtain the
connection between Ly and the event of loss of system., Let

QN = Event that the control system is not opera-
tional at the start of or during the Nth mission.,

The event, 0, is configuration dependent and will consist of all
failures, de§ected now and undetected earlisr, which render the
configuration non-operational. Some of these fa'.lure combina-
tions, however, are not consistent with the premise that the air-
plane survived the previous missions., These combinations will
involve the number and location of latent failures. Let q

denote the union of those failure combinations which are not
consistent with this premise. Then we define

1"




P(Ly) = PlQy|ay).

This equation relates loss of airplane to loss of system given
that the airplane survived the previous missions.

Examgle

Consider a triplex configuration with no inflight
monitoring and assume that the digital computers are the only
system LRU'S with a non-zero failure rate and that loss of system
occurs when two or more channels fail. Then

Q +F ) (f +F2) +(f +F1) (F (12)

N~ (lN 3N 3)

+(f +F)(f

2N 3N 3)

where
fKN = Event of a latent failure of the Kth channel,
FK = Event of an inflight failure of the Kth channel,

Obseirve that, if P(FK) = z, then

3
P(Qy) = 32° -2 (13)

in the absence of latent failure, as expected. It is apparent
that the only permissible combinations of latent failure are

ay = finfanfan
by = TleZN-{3N
°N C ?m—f-mfm
v * ZIN?ZNE3N

i‘
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Thus

'q"N=3N+bN+CN+dN

and ) P(a_) P(bN)
P(Ly) = P(Qylay) = P(Qyfay) Bla,) P(QN|bN)_15T§I—\I_). (18)
P(c_ ) P(dN)
N
since aN, bN, cN, dN are mutually exclusive,
From (12) it can be seen that
2
P(QNlaN)- P(F, + Fj) 22 -2 (15)
P(Qulb )= P(F) + Fy) = 22-2
P(QNICN) =P(F, + F,) = 2z- 1
2 . 3

P(QNldN) =P(F1FZ + F1F3+ FzF.z) =3z -2z

From the expression (11) for the probabilitvy of a latent failure

_ _ ) (16)
Play) = P(b) = Pley) = Py (1-P)
. 3
P(dy) = (1-p)
Pla ) = 3p (1-p )%+ (1-p.)°
N N N N

whe re PN = P( IKN)'

Substituting these quantities into (14) yields
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2 3 3
32z - 2% p (1 -py ) 4 (325 227) (0 - )’ ()
3

P(L_)
N - \2 -
3PN(1 Py * (1 pN)

3(22-22) + (322-223) (l-pN)

I+2p

Observe that
2 3
P(LN) = 3z -2z whena = 0
P

If the service life of the airplane is larae compared with the
time constant 1/\ where z = 1-e AT then we can replace P_ by
«pe If, in addition, a,<<1, then N

3 (18)

PL) = H22-2% 0 + (34 - 22)

iV

=] 6a)Z+ 3z

after a large number of missions have elapsed. Typically,

= 100 x 10 for a one hour mission. For a commercial jet
srcraft with a service life of 60,000 hours the approximation

of (18) is valid since t%e latent failure time constant is
10,000 hours. If 0.1x10 of the 0.23x10"% qoal for commercial
aircraft is allocated to computers then, in order to meet the
flicht safety reliabilityv goal, it is necessary that

6a, 1004 +3%x108%<0.1x10°°,

Solving for « vields

p
ap < 0,0001166
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i.e., the preflight test coverage must be better than 0.9998
(i.e., 99.98% of all failures must be detected). Equivalently,
the failure rate of the untested equipment must be less than
1.166 x 10~8 per hour,

In practice the expression for P(Ly) of (14) can be
simplified considerably. If

ap<<1

then we may use the approximation

1 = 1,
P(qy)

Substitution into (14) yields

approximately.

Henceforth, in order to distinguish between inflight
and preflight test deficiencies, the former will be denoted by
ay and the latter by « p*

At this point we summarize the successive development
of the reliability model, For this purpose consider the triplex
configuration of the previous example except that each channel
is self-monitored inflight.

Model #1

The simplest model is based on the following
assumptions:

(1) 100% inflight coverage

(2) No latent failures at the start of each
mission

(3) No nuisance alarms.

Accordingly, the probability and loss of system is

23 = 10712 3, approximately.
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Model $#2

This model is based on assumption (2) and (3). Then,
the probability of loss of system is

3 2 -12 3 -
2 + 6a;2 =10 T + 6aj x10 8 x Tz, approximately.

Model #3

In this model only assumption (3) is retained. As a
consequence, the probability of loss of system is

3 2 -
22 + 6y 2% + 6oy [1_e.ooq1 (N-1)T] .

- 3 -
107127° 4 6oy x107802 4 Gap[1_3.ooo1m—1)w] T x 1074

approximately.

A comparision of these models indicate that the successive
additional terms could easily dominate the preceding terms.
Thus, a flight safety reliability estimate based on model #1
or even model #2 could be excessively optimistic,

4, Alternate Measures of Flicht Safety Reliability

In the presence of latent failures the probability, P(L.),
is a function of mission duration and number of elapsed missYons.
In this case there is an ambiguity in the meaning of flight
safety reliability since the probability of a safe mission
is time dependent. Several options are available:

e
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a. Require that
P(L_)
T

< flight safety reliability goal
for all N,

This is a valid criterion for a commercial aircraft whose
service life is well in excess of the latent failure time
constants of the system LRU's,

b. Require that
P(L
T

N)

< flight safety reliability goal
for NT = service life of the air-
plane,

This criterion insures that P(LN) will never be less than the
goal,
g

While sufficient, the criterion is not necessary in order to
meet the reliability goals as estimated from field data.

C. Require that some "average" value of P(LN) be less than
the flight safety reliability goal.

T
The average (mean failure rate) is defined to reflect the way
in which reliability estimates are obtained from field data,
i.e., the number of aircraft losses divided by the number of
flight hours of the sample,

Options 1 and 3 will be used in the tradeoff studies to follow,
An expression for the mean failure rate will now be derived.

Define

SN = Event the airplane failed sometime during the first
N missions.

-
. ¢
L 1
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Thus

P( -S-K-r\ = probability that the airplane survived the first K-1
missions, P(§O) =1,

P(L.) = P(S ]S, )

P( LK) P(§K_1) = probability of loss of the airplane during the

Kth mission

P(5, ) =(1-q))(1-g,)...(1-q, )

where

qy = P(LK)’ qo=0.

Accordingly, the mean time to first failure for a single air-
plane is

bserve that if (20)
qK = q = constant

then
MTFF

i

T, as expected.
q

The MTFF (or its reciprocal) is not a particularly desirable
criteriou of flight safety because a) it requires a very larae
number of computations to evaluate and b) a typical MTFP
areatly exceeds the service life of the airplane and c¢) it
bears little resemblance to the way in which reliability
estimates are obtained from field data.
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d. Mean Failure Rate

An alternate measure, the mean failure rate, is de-
Define R as the ratio of airplane losses to
Thus

fined as follows:
total flight time in a sa??le cf n airplanes.

(21)

xf—an
R = ~
N N
KZEI KT ne t NT (n- Z_ nK)
wherenK = number of airplanes lost during the Kth mission,
N . . . . .
v KT ng = total flight time of all airplanes which failed
_ during the service life.
K=1
NT = SL = service life
T = duration of mission
N

(n-Z nK) = number of airplanes which reached the end of the
K=1 service life.

Because the events n, and n_, i#¥K, are independent, the ex-
pected value of R is the ra§io of expected values., Thus,

N (22)
xz—x Elmg)
E(R) = —y— N
I KTE(n,) + NT [n -é:_ls(nK)’

K=1

We interpret the Kth mission as a Bernoulli trial with

PK = probability of loss of airplane.

Therefore, the average number of losses during the Kth mission
is
E(nK) =npy (23)
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and the average flight time is
E(KT nK) = KT n py. (24)

Substituting (23) and (24) into (22) yields

(25)
N
xz.:-.lnpx
E(R) = N X
L XTn p, +NT (n~3np
K=1 K K=1 K
N
Lp
= K=1 K
N N
T KTp +NT‘1-Z p)
K=1 K K=1 K

We define

MFR (Mean Failure Rate) = E(R).

Example
For the case when P(LK) = q = constant, we certainly expect that
1 s MFR
MTFF

where MTFF is computed according to (20)

From (20)

® K-1
MTFF = % KT q(1l-q) = T .
K=1 q

28
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N N
K-1 N
Also I Pk = z q( 1-q) = 1-(1-q)
K=1 K=1
N N K-1 T N N
and s KT P = L KTq(l-q) = T 1-(1-q) | - NT (1-q)
K=1 K=1

Substituting these expressions into (25) vields

MFR = q/T, as expected.
Equation (25) can be simplified by observing that the number of
airplane losses is small compared with the numbhers of airplanes

involved. As a consequence the total flight time may be approx-~
imated by n NT. Thus,

MFR =

5. Periodic Tests

Flight safety reliability qoals may impose severe re-
quirements on preflight test coverage. It will be shown that
some confiqurations require coverages in excess of 99.9%., Un-
fortunately, preflight test is also subject to operational
requirements which limit test time, test equipment and accessi-
bility to system components. As a consequence, the coverage
attained may be less than required. A poor initial preflight
coverage can be effectively improved by administering an
additional and more complete test at longer periodic intervals.
For purposes of this discussion this periodic test is assumed
to have 100X coverage in order to simplify the computations.
The effects of periodic testing can be seen in Figure 1.
The dashed curve shows the probability of a latent fa%lure
versus NT for a channel failure rate of z = 300 x 107°, The

solid curve is the resultant failure rate with periodic testing

where NP is the number of mission between periodic tests.
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6. Effects of Failures of the Test Device and Disengage Logic

There are two general classes of failures which affect
system operation: the active failure which is a failure in
the command chain and the failure of the test device or dis-
engage logic, either of which prevents disengagement of the
friled channel., The effects of the latter tvpe failures
depend upon the configuration. In the case of a self test
procedure a failure of the test only impairs the test coverage
in the failed channel, The effects of these failures are rela-
tively straightforward and will be discussed presently. The
situation is more complicated with comparison monitorine where
a monitor failure could impair coverage in two channels. The
difference is illustrated in the following example.

Example

The configuration is dual and fail passive, (i.e., to
trim) As a consequence, loss of system occurs in the event
of either channel failing undetected. If both channels are
self monitored then this event is

Es = F1A1+F2A2

or

with a single comparator between channels. Thus, if the
channel ¥1 test fails

Es = F1+F2Az

and if the comparator fails
EC = F1+Fé.

The difference could be siqgnificant,
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However, if failures of the test are ruled out, then

P(Es) = alzl + azzz - alaz zlzz

2
=2az-azz

and
2 2
P(E;) =ol27-2") =2 az - az .

Clearly, the difference is insignificant in this case.

For purposes of this discussion there is no distinction made
betweer test failures and disengage failures since they both
prevent removal of the failure. Let

F, = Event of failure of the test during the mission

A = Event of an alarm of the LRU

2 = P(Ft)

a = Test deficiency with respe.® to the LRU

@, = Preflight test deficiency with respect to the
test device

F = Fvent of failure of the LRU during the mission
z = P(I
Then

P(FA) = P(FA|F,) P(F,) + P(FA|F) P(F,)

P(Fﬁlft) az

[
N

p(FK‘.Ft) =
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In this last expression it is assumed that any failure of the
test results in tctal loss of coverage. Accordingly,

P(FA) = (a + z, - azt)z

Thus, the test deficiency is effectively increased from

+ -z,
atoa zt t

In general, the probability of loss of test will be a

function of elapsed mission due to latent failures. 1In this
case z, is replaced by

z, ta ( l-zt) [l-( l-zt)N'l] .

For large N the probability of a failure in the test is

zt-l-art-avtzt

and the deficiency is

a-+zt+-av approximately.

For a typical fail-safe comparator

z, = 1,55 x 106

and

at = 0, approximately,

and since a is typically larger than .01 the effects of failures
of the LRU test can be neglected. It should be noted that zy, as

given above, does not include single point failures, as mignt,

for example, occur in the power supply and hence could affect
all comparators.,
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SECTION 4
DESCRIPTION OF CANDIDATE REDUNDANT CONFIGURATIONS

In the next section detailed tradeoffs will be presented
for several versions of triplex and (uadruplex configurations.
In this section several basic redundant configurations will be
presented together with ground rules governing failure effects
and those properties of secondary actuators and signal selection
devices that are pertinent to the tradeoff studies.

1. Secondary Actuators

A detailed description of force-summed redundant secondary
actuators is given in Appendix IV, For purposes of the tradeoffs
the following properties are sufficient:

Dual Actuators

The output is the mid-value of the two commands and a
hypothetical zero command.

Triplex Actuators

The output is the mid-value of the three cormands.

Quadruplex Actuators

The output is the mid-value of the four commands and a
hypothetical zero command. Upon detection and 3iisengagement of
a failed quadruplex actuator the configuration reverts to a
triplex arrangement.

2, Signal Selection Device (SSD)

The signal selection device is a majority device. If an
input to the SSD fails and is detected then that signal is dis-
qualified and the SSD proceeds as a majority device with the
remaining signals. The SSD output is considered to have failed
if and only if

a, the last signal input fails or

b. there are at least as many failed (and not disquali-
fied) inputs as non-failed inputs

Incidentally, these rules of failure effects also apply
to the secondary actuators.
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No distinction is made between passive and non-passive failures
of the system. In practice it is, of course, desirable that the
airplane fail to a trim condition following loss of system,

Failure Status Events

In the absence of nuisance alarms the four_events FA, FA,
FA. and FA associated with each LRU reduce to FA, FA and F, where
F is the event of an inflight failnre of the LRU, A slmllar set
of events is defined for latent fa. ‘ures except that fA is a
vacuous event, Fach of the three events is associated with an
integer:

fR, FA — 1
fA, FA — 2
£, F — 3
Combinations of latent ané inflight failures of an LRI combine

to form composite failure events according to the following
table:

TABLE 2, COMPOSITE FAILURE EVENTS FOR AN LRU

INFLIGHT
LATENT 1 2 3
1 1 2% 1
2
3 1 2 3

*This event could have designated "1" for worst case.

According to the table a latent failure followed by an undetected
inflight failure is an undetected failure. Also, a latent fail-
ure followed by a detected failure is considered to be a detected
failure.

If X, Y, 2 designate the composite failure events of the
three inputs to a triplex voter (S$SDh) then the voter fails for
the following combinations: of X, Y and 2:

(1, 1, 1) and all combinations

(1, 1, 3) and allcombinations
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(1, 2, 2) and all combinations
(1, 2, 3) and all combinations
(2, 2, 2) and all combinations
These rules are in accordance with the rules already estab-
lished for SSD's, Observe that a detected failure effectively
disqualifies that input to the SSD. A similar set of combina-
tions are defined for the quadruplex SSD. Of thuse, only a few
are enumerated:
(1, 1, 3, 3) and all combinations
(2, 2, 1, 3) and all combinations
(2, 2, 2, 1) and all combinations etc.
When nuisance alarms are allowed, the status events FA and

FA have the same effect* as a detected failure. Therefore, both
events are associated with a "2" type status event where

P(FA + FA) = P(A) = [l-a)| ,
1-p
The "3" type status event becomes FA where
P(FA) =1- [l-aB .
1-p ’

The effects of nuisance alarms on flight safety reliability
will be established in the tradeoffs.

3. Effects of Mission Duration, T

In the absence of latent failures the probability of loss
of aircraft depends only upon mission duration, T. In this case

P( LN) = constant.

* Here we overlook the fact that loss of a triplex system, for
example, due to three nuisance alarms does not represent loss
of the airplane if the pilot has reset capability.
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It will be shown that the dominant* failure combination
in the triplex arrangement is the pair

F-A:'F,
i i j

where i and j are channel designations and i ¥ j. Therefore
2
P( LN) ~ P Fi};irj) = az

(where "+" denotes "proportional to") and the loss rate is
P{ I"N) ~ azz ~ T
T T

since zAT .

In the quadruplex arrangement the dominant failure
combination is

F.K, FA, and, hence,
ii g

- = 2 2
P(L ) . P =
( N) (FiAiFjAj) a z
and
P(L
( N) ~ c\rzz‘2 ~ T.
T T

In both the triplex and quadruplex configuratiors the loss rate
is then proportional to mission time,

When latent failures are present the situation is quite
different because the latent failure combinations dominate for
most of the service life. 1In the triplex configuration the
dominant failure event is

fi Fj and,hence,
-t
L ~ P = -
P(JN) (fiFj) ap(l e ")z

and P(Ly) isindependent(approximately) of T.
—

Similarly, the dominant failure combination of the quadruplex
configuration is

£; Fjij and, hence,

* Excluding single point failures.
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~P(f FA)=a(l- z
P(Ly) ~ P(f, F PEENEE

and P(Ly) is,again, independent of T.
T

1n the event that primary actuator failures are the dominant
failures then
~ ~ T
P LN) Pl FA ctuator)
and P( LN) is independent of T.

T
4, Self Tested Versus Comparison Monitored Configurations

In the tradeoff studies the only distinction made between
an inflight self testsd and comparison monitored system is that
the comparison monitored system requires at least two good
channels for non-failed operation. Thus, a failure combination
such as (2, 2, 2, 3) would represent a failed system if the
configuration were quadruplex,

Self tested channels are only used in the dual and triplex
configurations. This approach is justified because the added
benefits of self test tend to be negligible in the quadruplex
system compared with more dominating failures such as single
point, latent and inflight undetected.

Acoording to the ground rules already established a com-
parison monitored triplex system does not provide any advantages
over an unmonitored (i.e., inflight) system, The major benefits
of comparison monitoring in the triplex system are

a. First failure does not propagate to the surface and

b. Second failure following a detected first failure
results in a passive failure of the airplane.

c. Pilot is warned of failed channel. He then has the
option of aborting the mission (a factor which effectively
increases flight safety reliability).

However, it has already been assumed that the force summed
actuators will prevent an undetected failure from propagating to
the surface, whether detected or not, and no distinction was
made between passive and non-passive loss of system., 1In practice,
of course; this is an important consideraticn; but it was not a
factor in the tradeoffs. If good inflight coverage is required,

a completely self tested channel is difficult to achieve without
a significant increase in cost of extra hardware or software in
the form of servo medcls, self-tested sensors, performance
monitors, reasonableness tests, sensor stimuli, etc. However,
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the cost depends upon the coverage required and it is this basic
requirement that will be determined in the tradeoffs.

5. Triplex Versus Quadruplex

Before proceeding to a description of the configurations,
there are several aspects of the triplex versus quadruplex
tradeoff which deserve a separate discussion.

a. With a force summed servo arrangement two undetected
failures in a quad configuration could result in a passive
failure of the airplane (provided that trim is maintained). 1In
a triplex configuration two undetected failures could result in
a non-passive failure of the airplane. The quad configuration
has a clear advantage in this respect.

b, There is one feature of the quadruplex comparison
monitored configuration which has significant implications re-
garding the benefits of that arrangement. 1In the triplex, self-
test configuration the dominant failure combinations have the

form -
FAF, {F,
L1y 1

where f and F denote latent and inflight failures, respectively.
Thus, an undetected failure followed by any failure could result
in loss of system. In the quad configuration the dominant fail-
ure combinations are

FAFA , 6 {FA,
1L131) 1))

Thus, two undetected failures could result in loss of system. If
comparison monitoring is used exclusively, then there is a possi-
bility that an undetected failure in one channel will impair
roverage of subsequent inflight failures in the remaining
channels. Taking the worst case, if subsequent inflight cover-
age is zero following an undetected failure, then the dominant

failure combinations of the quad comparison monitored configura-
tion are

FiAi
Comparing these events with those of the triplex arrangement it
can be seen that the quad configuration provides no benefits
over the triplex unless inflight coverage is significantly
better, as it must be in order to compensate for the larger
number of combinations of the form FjKjF- in the quad arrange-
ment., If preflight test coverages are the same in both con-
figurations then the latent terms could become dominant. Again,
because there are more such combinations in the quad configura-
tion the triplex would provide greater flight safety.

F and{.F.,
J 1]
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As a consequence of these observations it is assumed that com-
parison monitoring is always augmented by other techniques of
inflight testing in order to insure a minimum impairment of
coverage following an undetected failure. In the tradeoffs to
follow it is assumed that coverage of subsequent failures is not
significantly impaired following an undetected failure in a quad
channel.

6. LRU Pailure Rates

As indicated in Appendix I, the following LRU failure rates
are assumed:

Primary Actuator (Pitch, Yaw, Roll) = 0.5 x 10~6
Secondary Actuator (Pitch, Roll, Yaw) = 100 x 10~
Accelerometer (Pitch, Yaw) = 20 x 10-6
Rate Gyro (Pitch, Roll, Yaw) = 25 x 10-6
Stick Force Sensors (Pitch, Roll, Yaw) = 5 x 10~6
Digital Computer = 120 x 10~6

The secondary actuator failure rate does not include the hy-
draulic supply which could double the indicated failure rate.

7. Dual Configuration

Although the emphasis of the study is on triplex and quad
configurations, the dual configuration will be discussed,
briefly, for purposes of comparison. In order to simplify the
computation it is assumed that the digital computers are cross
strapped and the sensor failure rates are zero. Both channels
are self tested. The event of loss of system for a secondary
actuator or a digital computer is

E = FqF +F1Aq + F,A
and

P(E) = z2 +az+az , approximately,
where P(Fq) = P(F2) = z,
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Digital Computer

P(E) = (120 x 10-6)2 +2¢ (120 x 1076)
= 200 a x 10"5, approximately.

Secondary Actuators

P(E) = (100 x 10-6)2 x2a (100 x 10~6)
= 200ax 10'5, approximately.

Combining three sets of secondary and primary actuators yields,
for the probability of loss of system in one hour,

840a x 1076 + 1.5 x 10~6, approximately.
In order to meet the goal of 3.0 x 106 we require
g40a x 10~6 + 1,5 x 106 < 3,0 x 10-6
or a<1.,5 = ,0010
840

i.e., 99.9% of all inflight failures must be detected.

In addition to this higbh inflight coverage requirement,
failures must be detected rapidly since it must be presumed
that the airplane is out of control (but passive) until the
failed channel is detected and removed,

8. Triplex Configuration

The basic inflight, self tested triplex configurations are
shown in Figures 2 and 3 with no cross strapping and full
cross strapping, respectively. The cross strapping is ideal in
that there are no failure probabilities associated with cross
strapping. The effective locations of the cross straps are
indicated by boxes labelled "V", Details of these signal selec-
tion devices are contained in Appendix VI, If the voting of
sensors in Configurations 1 and 2 is performed in computer soft-
ware and the cross strapping of signals is done digitally through
intercomputer data buses, a computer failure could cause simul-
taneous failures of the monitoring and cross strapping. If mon-
itoring of the secondary actuators is performed by the digital
computers via data links between the servos and computers, and
cross-strapping of the computer outputs is performed by the same
or similar data links, data link and interface component failures
as well as computer failures could fail monitoring and cross
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Lok st

strapping simultaneously. Such considerations complicate the
analysis of any actual system and tend to obscure the basic
potentialities of the redundant system. Ideally, in a well-
designed system, the failure rates of any auxiliary cross
strapping and monitoring components should be considerably less
than those of the components in the main signal chains. The
same is true of any logic and automatic disengagement features
that might be required to insure operation after one or two
failures. Of course, great care must be exercised to insure
that no single failure with a probability approaching the flight
safety goal can cause complete loss of the system. In the pre-
sent trade studies, all auxiliary components including voters
are assumed to have zero failure probabilities., In order to
obtain the added reliability benefits of cross strapping the
cross straps at the output of the digital computers must be
dedicated devices controlled by dedicated logic.

9, Quadruplex Configurations

The basic quadruplex confiqurations are shown in Figures
4 and 5 with no cross strapping and full cross strapping,
respectively. The quadruplex configurations are "comparison
monitored” as defined previously. Explicit techniques of cross
channel monitoring are discussed in Appendix VI and in Reference
1 and 5.

10. Triplex with Back-Up Configuration

From a previous discussion of the relative merits of the
triplex versus quadruplex configuration, it is apparent that the
added reliability improvement of the quad arrangement is not
commensurate with what would be expected from the extra channel
of redundancy. Essentially, this is due to the even number of
channels which require inflight monitoring in order to realize
the advantage of redundancy.

The basic triplex with back-up configurations are shown in
Figures 6 and 7 with no cross strapping and full cross
strapping, respectively. For purposes of the tradeoffs the back~
up channel is assumed to be identical to the other channels. 1In
practice, however, the back-up electronics would be analog with
the minimal get-home-and-land capability. As a consequence, the
back-up channel requires no inflight testing and can be thorough-
ly tested in preflight test. In the tradeoffs the back-up
channel is not tested inflight and its preflight coverage is
assumed to be the same as the other channels.,
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a. Disengage/Engage Strategy

Upor Jdetection of the first failure, the failed
channel will au’omatically disengage. An alternative is to
annunciate the failure and let the pilot manually disengage the
failed channel, 1In any case the strategy for a first fail're is
not critical. This is a consequence of our assw.ption that an
undetected failed channel will result in little or no degradation
in performance because of the mechanical voting of the actuators.
In the event of a second detected failure, the triplex, in-line
channels will be automatically disengaged and the back-up channel
engaged, If the second failure is not detected, we make the
assumption that the pilot can recognize loss of control and
manually engage the back-up before serious damage occurs., It is
dificult to envision how a back-up channel can be used to any
aavantage if it is assumed that the pilot either cannot recognize
loss of control or cannot inanually engage the back-up in time to
avert serious damage. This would imply that any two failures of
the inline channels. cne of which is undetected, may result in
loss of the airplane. The back-up configuration, under these
conditions, would compare unfavorably with a straight quadruplex
configuration where loss of control requires two, undetected
failures, or three detected failures. While :he back-up channel
loses its effectiveness if the assumption is invalid, the valid-
ity of this assumption remains, nevertheless, an open question.

In previous configurations we took the conservative

. position and equated loss of control with loss of the airplane,
i.e. the airplane failed to a non-trim condition, We now modify
this position and distinguish between passive and non-passive
states of the airplane following loss of control., Table 3
summarizes the effects of loss of control as a function of de-
tected, undetected, passive and non-passive failure sequences
in a triplex configuration. The table entries were obtained
assuming a force-summed servo model. From the table it can be
seen that, of the 16 possible failure sequences, 14 result in
passive loss of control, Only when the first failure is unde-
tected and non-passive and is followed by a second non-passive
failure does loss of control result in a non~passive state of
the airplane. Accordingly, our original assumption can be re-
stated as follows:

In a FBW primary control system,

(1) the pilot can recognize passive loss of control
and manually engage the back-up channel in time to avert serious
damage to tb airplane, and
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(2) the event of an undetected, non-passive first
failure followed by a non-passive second failure is remote or if
not remote, the pilot will recognize the failure and manually
engage the back-up channel in time to avert serious damage. This
latter presumption is justified on the grounds that the back-up
configuration presents the clear and unique alternative of engag-
ing the back=-up channel upon the occurrence of the second failure.
There is no time wasted in determining which of the remaining
channels are non-failed as is the case with the quadruplex con-
figuration. No distinction is made between passive and non-
passive failures following loss of the system. In practice it
is, of course, desirable that the airplane fail to a trim con-

. dition following loss of system,

TABLE 3, RESULTANT AIRCRAFT STATES FOLLOWING LOSS OF
CONTROL IN A TRIPLEX CONFIGURATION

1st Failure 1st Failure 2nd Failure 2nd Failure Effect on

Detected Undetected Detected Undetected Aircraft
w P P P
\ P P P
P NP P
P NP P
NP P P
NP P P
NP NP P
[ NP NP P
P P P
P PP P
P NP p
P NP P
NP P P
NP P P
NP NP P and NP
" Transient
NP NP NP

P = Passive Failure
= Non-Passive Failure
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As a direct consequence, the triplex, in-line channel perform-
ance is assumed to be independent of inflight failure detection
capability and loss of the airplane occurs only if two of the
triplex channels fail followed by a failure of the back-up
channel,

Although inflight monitoring may not be required for
improved flight safety (e.g., the loss of two channels may be
sufficiently improbable) it should be included, in practice, to
appraise the pilot of system status so that he may abort the
mission, if desired. If automatic disengagement of the triplex
system is zllowed then nuisance alarms could degrade flight
safety reliability.

The dominant failure combinations of the back-up
configuration are

F
FiFJ (fB + FB), f.le (fB + B)

where the subscript "B" denotes back-up channel. Observe that
inflight testing is not required for improved reliability. The
benefits of the back-up configuration can be seen by comparing
its dominant failure combinations with those of the triplex and
quad arrangements, i.e., —

FAF,, fiFj ( Triplex)

i1
FA FA, {FA (Quad)
O TS L N I

Test Coverage

In order to simplify the computations all LRU's
are assumed to have the same inflight and preflight test coverage

(i.e., 1-a§ and 1- ey, respectively) and the same nuisance
alarm sensitivity, g .

Loss of Airplane

In the tradeoffs loss of airplane is equivalent to
loss of at least one axis. In a cross strapped configuration
this will occur whenever the output of a signal selection device
(including secondary actuators) fails.

11. Aborts

It has been established from field data that the abort rate
of fighter aircraft due to failures of the PFCS is several orders
of magnitude greater than the loss rate (e.g., 420 x 10-6 com-
pared with 3.8 x 1076 for the F-4). Although there is an element
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of arbitrariness in any definition of abort the following abort
strategy appears to be reasonable:

A mission is presumed to be aborted when:

Triplex

A single LRU alarms in any axis. This includes sensors,
computers and secondary actuators.

Quad

Two LRU's supplying inputs to any signal selection
device, in any axis, alarm.

Triplex with BRack-Up

The pilot switches to the back-up channel.
Calculated Abort Rates

Following the prescribed strategies abort rates are
calculated, approximately, for each of the candidate configura-
tions.

Triplex, Confiqurations 1t and 2

Abort Rate = ;:g x 1650 x 10-6 aborts/flight hour
-8

Quadruplex, Configuration 1 (Worst Case)

Abort Rate = (}:g)zac1.13 x 106 aborts/flight hour
=8

Triplex with Back~-Up, Configuration 1 (Worst Case)

Abort Rate = ;:gx 1.13 x 10~6 aborts/flight hour
-

In arriving at this last result we took the conserva-
tive approach and assumed that one of the channels was disengaged
due to a nuisance alarm indication.

From these results it can be seen that the abort rate
of the triplex configuration is about 4 times that of the F-4,
assuming no nuisance alarms. If only one alarm out of every two
is a nuisance alarm (i.e., = 1/2) then the abort rate is 8
times that of the F-4, The abort rates of the quad and back-up
configuration are several orders of magnitude less than that of
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SECTION 5
TRADEOFF OF REDUNDANT CONFIGURATIONS

All configurations are evaluated for a one hour mission.
Loss of airplane is defined as a failure of at least one of
three axes, The effects of mission duration have already been
discussed in Section 4 where it was concluded that, because of
the dominance of latent failure probabilities, P(Ly) and MFR tend
to be independent of mission time. It will be ~ T shown.
subsequently, that the dominance of single point failures,
particularly the primary actuators, tends to equalize the rela-
tive differences between configurations. For this reason each
configuration is evaluated for two primary actuators with fail-
ure rates of 0 and 0.5 x 107%/flight hour/axis, respectively.

1. Tradeoff Parameters Identified

Configurations are evaluated in terms of the following
parameters:

P(Lw ) versus 1- aji 1=¢p =1.0

P(L» ) is the steady state value of P(Ly). As indicated
previously this parameter is a valid criterion for a commercial
aircraft whose service life* is well in excess of the effective
latent failure time constant.

P(L, ) versus 1-ap; 1= a; = .95

This graph shows the sensitivity to preflight test coverage
assuming an inflight test coverage of 95%. The inflight test
coverage was selected because it is achievable without being
prohibitive in terms of extra hardware, memory or real time,

In any case th2 results are not especially sensitive to this
parameter,

P(Ly) versus Mission Time; 1- aj = ,95; 1- @ = .999

This parameter versus time shows the effective latent fail-
ure time constant and the resultant degradation of flight safety
reliability with time. The maximum time shown is 5000 hours
since this value is approximately the service life of a typical
fighter aircraft. The dashed horizontal lines are the steady
state values of P(Ly). Observe that preflight test coverage is
99.9%. Preflight coverage greater than 99.9% may be extremely
difficult to achieve.

* A typical service life is 60,000 hours.
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MFR versus 1- oy 1= p .999; SL = 5000 hours

MFR versus 1= ani 1= @4 .95; SL = 5000 hours

These graplis show the sensitivity of mean failure rate to
inflight and preflight test coverage, respectively. The mean
failure rate is calculated for a service life of 5000 hours.

MFR versus Np; 1-a; = .95, 1-<xp = ,999, SL = 5000 hours

This graph shows the improvement in mean failure rate as a
function of the number of missions between periodic tests of
100% coverage. The parameter, Np., denotes the number of missions
between periodic tests,

2, Results

Figures 8, 9

From these figures it can be seen that, assuming a
100% preflight test coverage, all confiqurations result in
acceptable flight safety reliability for a wide range of inflight
test coverages. The equalizing effect of the single point pri-
mary actuator failures can be seen by comparing the two figures.
For inflight test coverage of the order of 0.95 all configura~
tions are compatible with the commercial transport flight safety
goal of 0.23 x 10-6/hour in the sense that flight safety reli-
ability will be determined primarily by single point failures.

Figures 10, 11

The degrading effects of non-perfect preflight
test coverage can be seen in these figures where it has been
assumed that inflight test coverage is 0.95. Several conclusions
may be inferred from these figures:

a. Cross=-strapping improves incremental* flight safety
reliability by a factor of 10 whereas with perfect preflight
test coverage, the improvement is a factor of 3 or 4,

b. The triplex configuration is most sensitive to latent
failures and the triplex with back-up configuration is the least
sensitive. Figure 10 is summarized in Table 4,

*1lrncremental = excludes primary actuator failure rates,
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TABLE 4. INCREMENTAL P (L) VERSUS PREFLIGHT TEST COVERAGE
(FIGURE 10)

1-ap=.99  1-ap=,999 1-a,=,9999

*Triplex #1 202.75x10~6 22.617x10-6 2,337x10~6
*Triplex #2 33,53x1076  3,427x10"6  ,3558x10~®
*Quad #1 19.462x10"6 2,259x10-6  ,2323x10-6
*Ouad #2 3.326x10-6  .342x10-6 .0350x10-6
Triplex #1 With Back-Up 10.7x10~6 .13x10-6 .00237x10-6

Triplex #2 With Back-Up  2,3588x10~6 ,0267x10-6  ,00735x10-6
*leaj = .95

Figures 12, 13

The degradation of flight safety reliability with time can
be seen in these figures where preflight test coverage is assumed
to be 0,999 for all configurations. Observe that there is a con-
siderable difference between P(L. ) and P(Lkg) when KT = 5000
hours. This is due to the small effective latent failure time
constant of the overall system. Figure 12 is summarized in
Table 5.

TABLE 5. INCREMENTAL P (LK) AT 5000 HOURS VERSUS PREFLIGHT TEST

COVERAGE = ,999 (FI3URE 12)
*Triplex #1 4,65x10~6

*Triplex #2 1.135%10~6

*Ouad #1 Jueulx10-6

*Quad #2 .113 x 10~6

Triplex #1 with Back-Up .0080x10~6
Triplex #2 with Back-Up ,0027x10~6

* 1-a; = .95




As in all figures the triplex with back-up configuration provides
superior reliability performance.

Figures 14, 15

These figures show the insensitivity of mean failure
rate to inflight test coverage for all configurations. The
triplex with back-~up configurations are not shown since inflight
test coverage is assumed to be 0.

Figures 16, 17

A comparison of incremental P(L ), MFR and P(Lg) at
5000 hours for all configurations is given in Table 6, Pre-
flight test coverage is .999 and inflight test coverage, where
applicable, is 0,95,

TABLE 6, INCREMENTAL P (L), P (Lg) AT 5000 HOURS, MFR WITH
PREFLIGHT TEST COVERAGE = ,999 (FIGURE 16)

Incremental Incremental Incremental

P (L) P(Lg) at MFR
5000 Hours

*Triplex #1 22,617x10-6 4,65 x 10-6 2.5x10-6

*Triplex #2 3.427x1076  1,135%x10~6  ,62x10~6

*Quad #1 2.259x10=6  .464x10-6 .25x10~6

*Quad #2 .32 x 106 ,113x10-6 .0615x10~6

Triplex #1 with Back-UP  .13x10-6 .0080x10~6 . 0034x10-6

Triplex #2 With Back-Up  .0267x10-6  ,0027x10~®  .00175x1076
* 1-a; = .95
From the table and the figures it can be seen that MFR is a leass

conservative estimate of flight safetv reliability than either
P(L,) or P(Lg) at 5000 hours.
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Fiqures 18, 19

These figures show the effective improvement in mean
failure rate with periodic (100% coverage) testing. A comparison
of incremental MFR for all configurations is given in Table 7.
Preflight test coverage is 0,999 and inflight test coverage,
where applicable, is 0,.95.

TABLE 7, MFR VERSUS PERIODIC TESTING WITH PREFLIGHT TEST COVERAGE
= ,999 (FIGURE 18)

MFR
No Periodic MFR MFR
Test Np = 1000 Np = 500
*Triplex #1 2.5x10-6 .61x10-6 .335x106
*Triplex #2 .62x10~6 .152x10-6 . 0839x10~6
*Quad #1 .25x10-6 .031x10~6  ,053x10"6
*Quad #2 .0615x10~6 .0132x10"6% ,0077x10~°

Triplex #1 with Back-Up .0034x10-6 .00054x%10~6 ,000336x10™°
Triplex #2 with Back-Up .00117x10~6  .000019x10-6,000117x10~
* 1-a; = ,95

It can be seen from the table that a periodic test at an interval
as large as 1000 hours results in a considerable improvement in

flight safety reliability.

3. Conclusions

a. In all configurations the benefits of redundancy tend
to be negated by the dominating influence of latent and single
point failures.

b. Cross~-strapping can provide a significant improvement
in flight safety reliability* primarily because of the dominance
of latent failure probabilities.

*As defined by any of the several criteria proposed.
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c. Because of the dominance of latent failures flight
safety reliability is relatively independent of a given mission
time.

d. A triplex configuration augmented by a back-up channel
is less sensitive to the effects of latent failures than the
straight triplex or gquadruplex configurations.

e, Preflight test coverage requirements depend upon con-
figuration and flight safety goals. The requirements can differ
significantly depending upon the definition of flight safety re-
liability and whether or not periodic testing is employed. As
an indication of the possible variation Table 8 shows the pre-
flight test coverage required to meet an incremental flight
safety goal of 1.0 x 106 for the Triplex #2 configuration.

TABLE 8., PREFLIGHT TEST COVERAGE REQUIRED TO ACHIEVE INCREMENTAL
FLIGHT SAFETY RELIABILITY GOAL OF 1.0 x 10~6 WITH INFLIGHT
TEST COVERAGE = ,95

- MFR
P (L) P(Lg) at 5000 Hours MFR With Np=1000 Hrs,

Triplex #2 .9997 .9992 .9984 .9928
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SECTION 6

APPLICATION TO THE 680-J SURVIVABLE FLIGHT CONTROL SYSTEM
680-J SURVIVABILITY AIRPLANE (F-4)

1. Ground Rules

The 680-J Program incorporated five configurations:
° Present F-U4 System

) Phase I: Simplex

) Phase IIA: FBW with Mechanical Back-Up

' Phase IIB: Same as IIA with Mechanical Back=-Up
Removed

° Phase IIC: Survivable Flicht Control System With FBW

Phases IIA, IIB, and IIC are auadruplex confiaurations,
with IIC representing the "ultimate” in mission reliability.
The major difference between IIB and TIC is that in IIC the
secondary and primary stabilator actuators are combined into
a single package {called the SSAP, i.,e., Survivable Stabilator
Actuator Package). Hydraulic and Electrical power supplies
are the same in both phases. As a point of comparison the
failure rate for single point failures of the SSAP of TIC
is 0.26 x 10~6/hour whereas the corresponding failure rate
for the primary actuator (stubilator) of IIB is 1.0 x 106/
hour (Ref. 3, Table V, page 39). Because the 680~J Program
never reached the IIC phase it was decided to use the IIB
phase for the Applications Study.

a. Phase IIB

For purposes of this study, we can characi-—rize IIB
as follows:

(1) Separate mechanical trim actuator

(2) One stabilator actuator

(3) FBW
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(4) Lateral and directional axes are redundant in the
sense that only one must functior in order to return and land
the airplane (Ref. 4, page 27). Thus, flight salety reliability
is determined primarily by the catastrophic failure rate of the
longitudinal axis.

(5) Longitudinal axis flight safety reliability only
is being considered.

(6) Phase IIB is shown in Figure 20, which includes
electrical and hydraulic supplies.

(7) Component Failure Rates used in the study are:

(a) Primary Actuator 1.0 x 10~6/hour

(b) Secondary Actuator,
Channel 1 = 188 x 10~6/hour*

Secondary Actuator,
Channel 2

278 x 10~%/hour*

Secondary Actuator,

Channel 3** 301 x 10’6/hour*

Secondary Actuator,

Channel 4 = 188 x 10~5/hour*
(c) Digital Computer = 120 x 10~%/hour
(d) Normal Accelerometer = 8,1 x 10~6/hour
Pitch Rate Gyro = 3,8 x 10~6/hour
Stick Force Sensor = 7.8 x 10~6/hour

All failure rates are those of IIB except
that we have substituted a digital com-
puter for the IIB pitch computer (failure
rate = 25 x 10~6/hour).

b. Two quadruplex and two triplex configurations were
considered:

(1) Quadruplex with Comparison Monitoring

(a) No voting, (b) Fullr voted
(Figures 23 and 24, respectively)

*Includes Hydraulic Supplies
**Omitted in Triplex
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(2) Triplex with Self-Tested Channels

(a) No voting, {(b) Fully voted
(Figures 21 and 22, respcntively)

Although it does not correspond to any 680-J configuration

it was decided to duplicate all computations using a reduced
stabilator actuator failure rate of 0.25 x 10~6 per hour. The
resultant mission reliability represents a realistic aoal

and corresponds, at least approximately, to what can be attained
in Phase I1IC,

Flight Safety Reliabilityv Goals

Estimates of catastrophic failures of the primary flight
control system cf the F-4 airplane are summarized as follows:

For carrier-based F~4§'s:
6.6 x 108 failures/hour.

Estimate ohtained by the Air Force for non-carrier
F-4's:

3.8 x 1078 failures/hour.
Calculated for standard F-4's:
1.145 x 10~6 failures/hour.

From these estimates we may conclude that a calculated
FBW F-4 failure rate should not greatly exceed
1.145 x 10-6 failures/flight hour.

2, Results

Fiqures 25, 27, 29, 3%, 33, 35, refer to the
680J, Phase IIB configuration as defined in Figuxe 20,
Figures 26, 28, 30, 32, 34, and 36 are the corresponding
figures except that the stabilator actuator failure rate
has been reduced from 1.0 x 10~6 to 0.25 x 10~° failures/

hour,

Figures 25, 26. P(L » ) Versus (1-af ); !(1-ap ) =1,0

These fiqures substantiate an earlier conclusion that
probability of loss of system is not strongly dependent on in-
flight test cov:rage, at least among the value.; selected. As
a desiyn objective, which appears tc be attainable, we will,
henceforth, assume that inflight test coverage is 35%X.
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Figures 27, 28. P(Le) Versus (1-@p ); (1-a;) = ,95

These are important figures because P(L =) = MFR for any
airplane witha long service life. From Figure 27, we may
conclude that Triplex (1) is unacceptable. Comparing Triplex
(2) with Quad {(2) indicates that Quad (2) requires an order of
magnitude less in preflight test coverage e.g., 99% in Quad (2)
and 99,9% in Triplex (2) to achieve the same P(L~). Since
it will be extremely difficult to achieve a 99.9% preflight
test coverage (and to prove that it has been achieved), Ouad
(2) is the recommended configuration. At this stage in the
development of FB¥W systems, we believe that the additional
safety is well worth the extra cost and complexity of the
quad confiquration.

Figures 29, 30, P(L'LjVe;sus KT; (1-af ) = .95, (1-¢ep)
= ,999

These fiocures show the degradation of flight safety
reliability with time., Again, the quadruplex configurations
are superior.

Figures 31, 32 MFR Versus (1=-@i); (1=-2p ) = ,999

As in Figures 25 and 26, these figures show that inflight
test coverage does not stronaly influence mean failure rate,
at least for the coverages selected.

Figures 33, 34 MFR Versus (1-¢op ); (1-a4 ) = ,95

Referring to Figure 13, it can be seen that Quad (1)
and 2uad (2) are both acceptable with a preflight coverage of
99.,9% and Ouad (2) is probhably acceptable with a coverage of
99,0%., With the improved actuator, Ouad(2), with a coverage
of 99.9%, results in an MFR of approximately 1.0 x 10=6 failures/
hour., The Triplex (2), on the other hand, shows almost no im-
provement between the existing and improved actuators with
a coveraqge of 99.0%.

Figures 35, 36. MFP Versus N,; (1-a4 ) = .95,
(1-0p) = 099_9 i

These figures show that even a relatively modest periodic
test can provide a significant improvement in MFR for all
configurations., The dashed lines correspond to the MFR values
of the respective configurations with no periodic testing.
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k8 Conclusions

a. With perfect preflight test coverage and a relatively
modest inflight test coverage both the triplex and quadruplex
configurations yield acceptable flight safety reliability,

b. The triplex configuration tends to be more sensitive to
latent failures than the quad configuration. In the triplex,
a latent failure followed by a failure in another channel,
whether detected or not, could result in loss of the airplane.
In the gquad arrancement loss of the airplane requires two un-
detected failures.

c. The triplex configuration requires a preflight test
coverage of .999, or better, in order to meet the reliability
goals, The quad configuration requires a coverage between .99
and ,999.
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Figure 25, 680-J Airplane IIB P(L = ) versus 1- @y 1= “p = 1.0
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INFLIGHT TEST COVERRGE  100(/-; )

Figure 26. 680-J Airplane IIB P (L = ) versus 1= @ $ 1= a, = 1,0
primary actuator failure rate =-.25 x 15-6
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Figure 27, 680~J Airplane ! JB P(L = ) versus 1- ap; 1= a; = 95
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Figure 29,
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Figure 30. 680-J Airplane IIB P(Lg) versus KT; 1~ o4 = _95;

1= a,=,999 primary actuator failure rate =
.25 x 10-6
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36. 680-J Airplane IIB MFR versus Np; 1= a4 = ,95;
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SECTION 7
DIGITAL VERSUS ANALOG IMPLEMENTATION

1. Digital Computer Advantages

The digatal computer has several potential advantages in
the redundancy application:

a. It can provide superior test coverage and test
effectivity as compared with present anaiog built-in-test
(BIT). The coverage of a typical BIT ranges between 85 and 95%
with a ratio of BIT hardware to total system hardware (by
volume) of about 20% to 25%. In the DC-10 Autoland System
(Qual-dual), for example, BIT hardware comprises 22% of the
total system. Typically, a digital computer self test program
requires between 500 to 1500 words of memory. In a triplex
redundant configuration this would comprise hetween 1% and
4% of the total computer (and Y/0) hardware, respectively.

b, It eliminates tolerance accumulation normally contri-
buted by the analog control computer.

C. Can provide sophisticated signal selection alaorithms,
reasonableness testing and performance monitoring far bheyond
what an analog system can vield with practical implementation,

d. 1ith serial intercomputer links it rermuires fewer
interconnecting wires for cross-channel comparison monitorina,
if that form of monitoring is required.

e, Can be used in a variety of hybrid configurations
e.g., off-line, diqital outer loops/analog inner loops, etc.

2. Digital Computer Disadvantages

On the other hand a digital implementation has several
disadvantages in the redundancy application:

a. Failure modes and effects tend to be difficult to
characterize and some failures may be extremely difficult to
detect using only a software self test program. Failure de-
tection coveragce requirements could dictate redundancy of
interral computer components.
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D. A digital computer implementation is susceptible to
generic softvare failures. These failures, being common to
more than one channel, could seriously dearade flight safetvy
reliability. Eliminating or minirizinag the probabilitv of
this type of failure renuires rigorous software control and
extensive testing of the nrototype system., Dissimilar pro-
orams or a dissimilar bhack-up channel should be seriously
considered in a FBW application. Paradoxically, the capability
to make changes in the proaram quicklv, with little or no
impact on hardware, could be nullified bv the degree of svstem
testing that must accompany the chancae,

94

A —— *‘»




SLETION §

RRCOMMENDATIONS POR MIL-F~9490

1. Geneyal Comvwenss

The eurgently prepr.e@d rewision to MIL-F-9490D, dated
March 1978, prepared by "he Bosing Company, still lacks de-
tailed requirements th3t will ensure both the desianer and
the uwser, & means %0 dghieve a redundant flight control
system of the required safety and failure survivability for a
given application. On the basis of this study, the recommenda-
tion is made to irclude in the next revision of MIL-F-9490
requirements for the following control system parameters.,

a. In-flight monitoring

b. Pre-flight tests

C. Periodic maintenance tests

d. Validation requirements for (a) - (c)

Tt is also recommended that paragraph 3.2,4,3.2 he ex-
panded with respect to input/nutput growth requirements as
detailed below.

2. Test Recuirements

The following paragraphs should be added to paraqraph

3.1.3.2.2 Redundancy Validation

For any flight critical mode, that is, any operational
configuration wherein loss of the flight control svstem can
reasonably be expected to lead to a degradation of the FC$
operational state below level 1I, as defined in this document,
the FCS specification shall include a test validation procedure
and an analvtical verification procedure, as appropriate, for
the following system parameters:

In-flight monitor coverage

Pre-flight test coverage

Periodic mair.tenance test coverage
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3.1 4.2.3 Redundancy Confiquration

The selection of the redundancy configuration,
including levels of redundancy and voting techniques, shall bhe
based on meeting mission success and safetv requirements and
shall be validated by appropriate analyses.

3.1.3.2.4 1In-flight Monitor Coverage

The FCS specification shall specify that adeaquate
in-flight and pre~flight test coverage must be demonstrated.
This coverage must be consistent with the probability of
mission success safety requirements and the selected system
confiquration, Failure rates to be used in the analysis must
be approved by the procuring agency.

3.1.3.2,5 Periodic Maintenance Testing

The FCS specification shall insure that periodic
maintenance testing is accomplished at intervals that are
consistent with the required mission success nrobability.

The FGS specification cshall develor. criteria for the confidence
level required in maintenance testing.

In addition, the section on digital implementation
(paraoraph 3,2.4.3.2) should be expanded to include the
following:

3,2,4,.3,2.4 TI/0 Capability

At the *ime of acceptance of the first production
airplane, it is required that the diagital computer I/O section
contain a minimum of 10% of unused input and output lines, to
ta¥e care of additional requirements over the life of the
production airplane without the necessity of adding I/0
hardware.
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SECTION 9
CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE ACTION

1. Conclusions

The followina conclusions ave based on the results of the
study:

a. A master plan for achievinag mission and flight safety
reliabilitv goals should be an integral part of the design and
svnthesis of a redundant fliocht control syster. The plan should
b include:

(1) A statement of mission and fliaht safety re-
liability goals. A commitment to a ocoal forces the designer
to view the contribution of each component in the perspective
of the whole svstem and leads to a practicable and fair alloca-

& tion of failure rates, A criterion which considers only the
electronics contribution to total reliability could lead to
s unnecessary, inconsistent and costly refinements.

(2) Allocation of failure rates - Failure rates should
be allocated to all system components based on what is necessarv
H and what is achievahle,

(3) Statement of failure detection reauirements -
The objectives of infliaht and preflight failure detection
should be explicit. They should include the extent to which
} inflight and preflight detection coverage contributes to the
attainment of the reliability goals. Inflicht and prreflight
test coverage requirements should be allocated to all system
components.,

)’ Signal selection devices should be identified and justified with
regard to purpose; i.e., cross-strapping, improved failure de-
tection, cormmon outputs, etc.

) (4) FPailure detection validation preccedure - Having
established coveradqe goals and procedures -c attain these goals
it is necessary to validate the claimed coverages. Numbers of
samples, accuracy and confidence factors snecifications should
he a mart of the validation procedure,
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b. Preflight test coveraae is a critical varameter of
flight safetv reliability. In a trinlex confiquration con-
trolling a flight critica) mode the required nreflight test
coverage could exceed 99.9%. In a quadruplex conficuratiqnp
the corresponding coverage reauirement could exceed 99% aSG
possible even 99.9% depending upon inflight test strateqv g
and its deqradation in the presence of undetected failures.
Inflight test coverage is much less critical,

c. The potential increased fliight safety indicated by
redundant control channels may renresent an insiqgnificant
improvement in overall system reliabilitv due to the dominance
of sinale noint failures ¢t primarv actuators, linkages, etc,

d. T™e use nf a dissimilar backuvp channel in any fliqht
critical configuration should be seriously considered. Ad-
vantages of the back-up channel are:

(1) Eliminates prime sources of common mode failures
such as (a) aeneric software and (b) generic hardware failures
or design defects.

(2) 1If the backup channel is desioned “or gét-home-
and-land capability only, then it mav be relatively simple and
thus can have its operational integritv more comnletelv verified
by testina preflight. TInflight monitoring or testina of the
backup channel may not be necessary for improved rellability,

(3) A triplex confiquration auamented by a backun
channel is less suscentible to latent failures than a straight
triplex or quadruplex confiocuration. In a triplex confiqura-
tion a latent failure in one channel followed by an inflight
failure in one of the two good channels could result in loss
of the airplane. 1In a quadruplex configuration, a latent
failure folloved by an undetected infliaqht failure of one of
the remaisiing channels could result in loss of the airplane.
In the triplex-with-backup configuration loss of the airplane
can occur onlv if two of the three trinlex channels fail, one
of which mav be due to a latent failure, followed bv a failure
of the bhackup channel,
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e, The use of time shared digital devices does not
necessarilv nrovide greater failure detection ability. Fault
diacnosis of digital sequential devices can be a formidable
undertakina in terms of the number of tests required in ousder
to exercise all inputs, states, transition naths and outputs.

A self test procedure to detec* all failures throuqh recognition
of all possible failure modes appears to be impracticahle since
the number of inputs required is orohihitive for even the
simplect devices. A possible alternative would be to:

{1) envmerate the known fail .re modes of each device
and their relativ: frequencv of occurrence. VWhile some failure
modes will remain unknown, it can be presumed that the relative
frerquency of the unknowrn failure modes is sufficientlv small to
vermit the attainment of the recuired coveraae.

(2) Design the test prncedure to diagnuse¢ those
failure modes +hose total relative frequencv exceeds the
coveraae renuired,

This alternative a oach requires a very precise knovledae
of the failure modes of each device and their relative fre-
auency of occurrences. This knowvledge, however, does not
appear to exist for many of the new MSI and LST devices,

f. The henefits (increased system reliability) .of cross
straprinn sensors should be carefully considered. “hen the
sensor set is small or highlv reliable, compared to the other
svetem comnonents, the benefits of cross-strappina are
nealicible, However, sensor cross-strappina can nrovide sig-
nificant insensitivity to a areater number of latent failures
narticularlv wher. the service life of the aircraft areatly
exceeds 5000 hours.

g. The use of a separate trim svstem (or a serarate
trim card) in the FRW apnlication should be considered. If
trim is sunnlied bv the flight critical digital controililer
then loss of the system will result not only in loss of the
airplanc but may also nreclude a safe ejection. Furthermore,
loss of a aquadrunlex system could result vhen onlv two channels
have failed, Without a separate trim, there mav be no time
available for pilot determination and selec%ion of one of the
remaining cood channels,
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h.* The use of multiplexed data links can provide a sia-
nificant reductior. in numbers of wires and nermits a stand-
ardization of interfaces. Multiplexing does not aprear, at
the preser time, to offer any weight advantage or improvement
in reliability.

i. Cross-strapping or intercomputer communications of any
kind are potential sources of common mode failures. Inter-
computer data links are particularly susceptible because of
the auestionable bufferina properties of normal diaital agates.
chorts or even failures to around could propagate through
several levels of gates to the memory or data busses, resulting
in an avalanche of failures throughout the computer.

. Wwith digital controllers more easily providing a
common input to force summed actuators, failure transients are
potentially reducible to acceotable levels. As a conseauence,
inflight failure detection may not be required for improved
reliability or, reduction of failure transients (alihough it
may be required for other reasons), if required, mav incorporate
a large time delay.

2, Pecommendations for Future Action

a. Develop procedures and methods of validatinag the self
test capabilities of airborne diagital computers,

b, Information regarding failure modes and associated
failure rates should be obtained to provide quide lines for
modeling failed devices. Desian and validation of a digital
computer self test procedure requires knowledae of the failure
modes of digital devices. While the vast majority of failures
in diqital microcircuits appear at the device terminals as
frozen (or "stuck=-at") sianals, a low probabilitv type of
failure can occur and can bhe identified as "data dependent"
failures. With this class of failures, internal loaic is
chanated such that the device outputs no longer represent the
design logic resnonse, i.e., for some inputs or input seauences,
the output is wrong - thus the failure is "data dependent”,
These failures can be particularly insidious in MSI and LSI
where complex loaic functions are verformed.

Although these failures are in the minority, when self-
test efficiencies of 99+% are required, they become nf interest.
Development of practical self-test and measurement of self-test
efficiency requires that the frequency of occurrence of these
failures be known and cateqorized by symptom. Modelina failed
devices, in a practical wvav, reocuires this information.

*This conclusion is supported in Appendix VIII,
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c. Develop procedures and methcds of software verification.
Such a procedure must exercice a larae number of internal states
and state transition paths. The procedure must be capable of
practical implementation with a minimum of dependence on manual
sunervision.
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APPENDIX I

BASELINE FBW SYSTEM

1. Definition of Single Thread FBW System

In order to preserve generality and insure the most
widespread applicability of the results of this study the
single thread FBW flight control system has been configured
to include only the direct control modes and those required
to achieve desired handling qualities (i.e., CAS/SAS modes).

Block diagrams & these basic modes are shown in Figures I-1,

I-2 and I-3, In practice, however, certain outer-loop mcdes
such as:

Localizer and runway align
Glide slope
Flare
Ground roll-out
Approach power compensation
Autothrottle
could have surviability requirements similar to FBW. For

completeness, memory and real time estimates for these modes

are also included as well as the failure rate and typical
sensors.

Memory and Real Time Requirements

The memory and real time required ror each mode is indicated
in each figure and in Table I-1,
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TABLE I-1
MEMORY AND REAL TIME REQUIREMEJTS

Mode Words Memory Cycle Time (CT)
Pitch Axis 106 345
Roll Axis 54 145
Yaw Axis 138 502
Speed Holid 67 166
APC 73 195
Loc Trk/Align 141 410
Glide Slope Track 165 435
Yaw Damper 32 89
Runway Align/GR 79 207
Glide Slope/Flare 134 335

The Autoland requirements are based on the Autoland modes as
implemented in currently available equipment. it is assumed that:

° 2 cycle times 1 add time

° 1 multiply 6 cycle times = 3 add times

°® 1 cycle time = 1 microsecond

® Inputs and outputs are executed using DMA.
Thus, A/D and D/A conversion time is excluded
from the estimates.

Sampling rates for inner loop control are taken at approx-
imately 40 samples/second and at approximately 10 samples/second
for outer loop and autothrottle control. Based on 40 samples/
second, the total real time required for inner loop pitch, roll,
and yaw axis control is 39.68 milliseconds, or 39.68% of real
time. The real time requirements of the outer control loops
plus the speed ~ontrol loops is 73.48 milliseconds if the same
sampling rate assumed (a very conservative assumption). Thus,
the total real time requirement is of the order of 12¥%. However,
to this estimate must be added the requirements for

» executive subroutines
® modal logic
® monitoring, intercomputer communicution, and

signal selection
° inflight and preflight test

° generation of annunciation signals
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The total effect of these requirements is not expected to
increase the above real time requirement by more than 50%. It
may be concluded that the real time requirements of digital
flignt control systems are well within the capabilities of pre-
sent day digital computer technology.

2. Failure Rates of Basic Components

The failure rates that have been used for the basic com-
ponents of the system reflect currently available technology.
Specific component reliability references are listed where
apprcpriate.

Primary Actuator: .29 x 10~6/hour or 3.0 x 10'6/hour

The lower of these numbers is specified in reference 3,
where, however, it refers to single point failures in a four
actuator package. The higher of the numbers is a conservative
estimate of today's technology. In any event, while this number
exerts a dominant influence on the total achievable system fail-
ure rate (see Section 6 ), it enters the relative evaluation of
redundant configurations, representing as it does a single point
failure, only from the point of view of whether the relative
failqre contributions of improved redundancy management config-
urations are significant in the light of this system limit.

Secondary Actuator: 100 x 10~6/hour

) . Actuators currently available suffer from relatively
hzgh'fallure rates. The failure rate of 100 x 10‘5/hour does
not include loss of associated hydraulics.

Tables 1-2 and Y-3 list the failur~ rates of other FBW
system components that were used in this program. Most of the
rates are standard and have been used in many FMEA's and certi-
fication programs. The failure rate for the digital computer is
believed to be applicable for the 1975-6 time period.

N
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TABLE I-2
FBW PFCS

I/0 SIGHAL CHARACTERISTICS

Sensed Signal Range Form

Pitch Stick Force t 10 lbs. 26 VAC 400 Hz

Roll Stick Force + 10 1lbs, 26 VAC 400 Hz

Pedal Force + 10 lbs, 26 VAC 400 Hz

Pitch Rate t 609/sec. 26 VAC 400 Hz

Roll Rate t 3009/sec. 26 VAC 400 Hz

Yaw Rate t 609/sec. 26 VAC 400 Hz

Normal Acceleration ¢t 10 g + 10 vdc

Lateral Acceleration * 1 g + 10 vdc

Longitudinal Accel- t1g + 10 vdc
eration

Angle of Attack + 50° 26 VAC 400 Hz

Pitch Attitude t 60° 3 Wire Synchro

Roll Attitude t 360° 3 Wire Synchro

Elevator Servo Pos- t 20° 26 VAC 400 Hz
ition LVDT

Aileron Servo Pos- t 30° 26 VAC 400 Hz
ition LVDT

Rudder Servo Pos- + 30° 26 VAC 400 Hz
ition LVDT

Throttle Position - 26 VAC 400 Hz
LvDT

Dynamic Pressure 1800 lb./ft.2 Serial Binary

Auxiliary (Secondary)
Actuator

CPU + 8 K Core

P/S for CPU, 8K
Core, 1/0

Basic I/0 + I/0
Control

Power Actuator (in-
cludes control
linkages)

Failure
Rate Per
106 Hours

5
5
5
25
25
25
20
20
20

100
100
3

3

3

3
20
100
70
30

20

.25 = 3.0




TABLE I-3
AUTOLAND SYSTEM

I/0 SIGNAL CHARACTERISTICS

Sensed Signal Range Form
Pitch Attitude Gyro t 60° 26 VAC 400 Hz
Glide Slope Receiver ¢ 3° + 10 vdc
Radio Altimeter 0-2500" + 10 vdc
Roll Attitude Gyro + 360° 26 VAC 400 Hz
Normal Accelerometer ¢t 10 g t 10 vdc
Yaw Rate Gyro + 40°/sec. 26 VAC 400 Hz
Preset Course 0 -- 360° . 3 Wire Synchro
Localizer Receiver t 50 t 10 vdc
CADC 0 -100 K h + 10 vdc
100 - 1500 kts
Wheel Spin Up ——— -
S3A Throttle Servo ——- ——-
Electrical Power —-——- ———
System
AC Bus ——— ——
DC Bus —— —-——
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Failure
Rate Per
10° Hours

127
65
176
127
20
50
100
58
352




APPENDIX I1I

Failure Performance Requirements

1. Existing Sources of Failure Performance Re.;uirements

Failurr in a fliqght control system may be defirad as any
event inte nal to the system that, if not compensated for,
would lead to an unacceptable performance change in the air-
craft. There does not appear to be any official document,
issued by a cognizant U. S. military or civil agency, which
defines, in a comprehensive manner, flight control system
performance in the event of failures*, One reason for this is,
no doubt, that "acceptable performance" depends on the appli-
cation and detailed snezcifications are therefore best left to
procurement specifications. Some aspects of failure performance
are, however, discussed in MIL-F-8785B (ASG), FAA Advisory
Circulars, and Air Registration Board (UK) Technical Notes.
Pertinent comments from these sources are as follows:

a. NIL-F-8785B (ASG)

Paragraph 3.1.19.1, Requirements for Airplane lormal States
The minimum required fiying qualities for airplane norma)
states are:

Within Ormerational Within Service
Flight Envelope Flight =nve)ope
Level 1 Level 2

Paragraph 3.1.10.2, Requirements for Airplane¢ Failure States

Levels for Airplane Failure States

Probability of Within Operational Within Service
Fncountering Flight Envelope Flight Envelope
Level 2 after failure <102 per flight -——-

Level 3 after failure <10~4 per flicht <10~2 per flight

*This statement was made hefor=z the nublication of the draft
of MIL-F-9430D, Mar.n 1974,

116




i'

"After failure" means "after the occurrence of one or more
failures" during the longest operational missicn time considered
bv the contractor designing the airplane, Failures are due to
all causes including flight control system failures.

Paraaraph 3.5,5.7 Failure Transients

With controls free, the airplane motions due to failures de-
scribed in paragraph 3.5.5 shall not exceed the followvinga
limits for at least 2 seconds following the failure, as a
function of the level of flyinc qualities after the failure
transient has subsided:

Level 1 +0.05 g normal or lateral acceleration at the

(after pilot's station and *1 degree per second in

failure) roll

Level 2 $0,5 g at the nilot's station, %5 degrees per

(after second roll and the lesser of %5 deagrees side~

failure) slip or the structural limits

Level3 No dangerous attitude or structural limit is

(after reached, and no danaerous alteration of the

failure) flight path results from which recovery is
impossible.

Paragraph 3.5.5.2 Trim Changes due to Failures

The control forces required to maintain attitude and zero side-
sli» for the failures described in paragraph 3.5.5 shall not
exceed the following limits for at least 5 seconds following
the failure:

Elevator - 20 nounds
Aileron - 10 pounds
Rudder - 50 nounds

Paracgranh 3.5.! Transfer to Alternate Control Modes

The transient motions and trim changes resulting from the
intentional engacement or disengaacment of any portion of the
primary flight control system by the pilot shall be small and
gradual enough that danaerous flying qualities never result,
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Paragraph 3.5.6.1 Transients

With controls free, the transients resulting from the situations
described in 3.5.6 shall not exceed the following limits for at
least 2 seconds following the transfer:

"ithin the Onerational +0.75 o normal or lateral acceler-
Flight Fnvelope ation at the nilot's station and
+1 degree per second roll

within the Service $0.5 g at the pilot's station, *5

Flicht Envelone degrees per second roll, and the
lesser of %5 dearees sideslin or
the structural limit

These rermuirements apnle only for Airplane lormal States,

Paragranh 3.5.6.2 Trim Changes

The control forces reauired to maintain attitude and zero
sideslin for the situations described in paraararh 3.5.6 shall
not exceed the follovina limitz for at least 5 seconds follovinag
the transfer:

Elevator - 20 pounds
Aileron - 19 nounds
Pudder - 50 pounds

These requirements annly only for Airplane Normal States.

Paragranh 3,6 Characterisiics of Secondary Control Svstems

Paraagranvh 3.6.1 Trim Svstem

Tn straight flight, thyr .ughout the Operationrl Fliaht Envelope
the trimming devices shall be canable of reducinag the elevator,
rudder, and aileron control forces to zero for Levels 1 and 2.
For Level 3, the untrimmed cocknit centrol forces shall not
exceed 11 nounds elevator, 5 pounds aileron, and 20 pounds
rudder. The failures to be considered in anplyinag the Level 2
and 3 renuirements shall include trim stickina and runaway in
either direction. It is permissible to meet the Level 2 and
3 renuirements b nrovidinag the pilot with alternate trir
mechanisms or override carability. Additional requirements

on trim rate and authority are contained in MIL-F-9490 and
MIL-I'~-18372.
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It should be noted that 3.1.10.2 also snecified that no (sincle)
failure state shall degrade anv flvina aquality outside of the
Level 3 limit. 1t should also be noted that, for Level 3, un-
trimned cocknit control forces should not exceed 10 pounds for
elevator, 5 pounds for aileron and 20 pounds for the rudder.

In reference 22, it is indicated that an F5 reaquires 48 pounds
elevator, 8 pounds aileron and 19 pounds rudder in order to
compensate for hardover trim, Thus, in order to insure com=-
pliance with this specification, trim is assured to he re-
quired in order to maintain Level 3 flying cualities.

b, Air Registration Board Technical Note No, 92

The document states that the present fatal manual
landinog accident rate is about 1.0 x 1076 accidents ner landing
for transport aircraft and suagests that the total fatal landing
accident rate (below 200 ft. and 1/2 mile ranae) should not
exceed 1.0 x 10~7 accidents per automatic landing. The docu-
ment also suaggests that the automatic landing abort rate should
not exceed 1 abort in 20 committed landings. Pccordina to
this document an abort is the termination of autoland from
the time that the aircraft has been accented for anproach., A
more severe criterion is the requirement that autoland be
functional following a 2 hour en route flicht. For the DC-10
autoland system, it is required (bv the aircraft manufacturer)
that the probability of a failure occurring during a 2 nour
en route flight which would reduce the functional capabilitv
of autoland upon encacement should be less than 1/200,

c. Federal Aviation Regqulations, Vol. 1II, Part 37

Paragrapih 37.119

d. TS0O-C9c Paragranh 4.6

"The automatic pilot desian shall he such that, sitould
a single failure (except qyro mechanical failures) occur in the
system, no signal shall result which would annly to the air-
craft maximurm servo control forces as determined in Paraaraph
4,5.2, in more than one primary and trim aerodynamic axis."

In Reference 21 the following revisinn is suaqested:
"The system desian must be such as to avoid multiaxis hard-
overs., If multiaxis hardovers can result from a sinale failure,

the resultant aircraft response must be controllahle hv the
pilot.,"
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e. The following paraaraphs have been extracted from
MIL-F=-9490D (DRAFT)

1.0 SCOPE AND CLASSIFICATION

1.1 Scope, This specification establishes
general performance, desiqn, development and auality assurance
reauirements for the flight control systems of USAF manned
piloted aircraft. Flight control systems (FCS) include all
comnhonents used to transmit flight control commands from the
pilot or other sources to appropriate force and moment pro-
ducers. Flight control commands may result in control of air-
craft attitude, airspeed, flight path, aerodynamic config-
uration, ride, and structural modes. 2mong components included
are the nilot's controls, dedicated disrlavs and loagic switch-
ing, system dynamic and air data sensors, signal computation,
test devices, transmission devices, actuators, and sional
transmission lines dedicated to flight control. Excluded are
aerodynamic surfaces, engines, helicopter rotors, fire control
devices, crew displays and electronics not dedicated to flicht
control,

1.2 Classification

1.2.1 Flight Control System (FCS) Classifications

1.2.1.1 Manual Flight Control Systems (MFCS),
Combinations of electrical, mechanical and hydraulic components
which transmit pilot control commands and/or aenerate and
convey commands which augment pilot control commands, and
thereby accomplish flight control functions are classified
Manual Fliqght Control Systems. This classification includes
the lonaitudinal, lateral-directional, lift, drag and variable
aeometrv control systems and their associated stability
augmentation, command augmentation, and performance limiting
and control devices.

1.2.1.2 Automatic Flight Control Systems (AFCS).
Combinations of electrical, mechanical and hydraulic components
which cenerate and transmit automatic control commands which
provide pilot assistance through automatic or semiautomatic
fliaght path control, or which automatically control airframe
response to disturbances are classified Automatic Flisht Con-
trol Svstems. This classification includes automatic pilots,
stick or wheel steering, autothrottles and structurai mode
control.
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1.2.2 FCS Mnmerational State Classifications

1.2.2.1 Operational State I (Normal Operations).
The normal state of flight control system performance, safety
and reliability achieved. This state satisfies MIL-F-8785 or
MIL-F-83300 Level 1 flying qualities recuirements.

1.2,2.2 Operational State IT (Restricted Operation).
The state of less than normal ecuipment operation or nerformance
vhich involves deagradation or failure of only a noncritical
portion of the overall Flicht Contrnl System. A moderate in-
crease in crew workload and dearadation in mission effectiveness
may result from restricted choice of normallv operatina FCS
modes available for use; hovever, the intended mission mav
be accomplished. This state satisfies at least MIL-F-8785 or
MIL-F-83300 Level 2 flying qualities reaquirements.,

1.2,2.3 Operational State III (Minimum Safe
Operation). A state of degraded flight control svstem perform-
ance, safetvy or reliability which permits safe termination of
precision tracking or maneuverino tasks, and safe cruise, descent,
and landina at the destination of oriaginal intent or alternate
but where pilot workload is excessire and/or mission effective-
ness is inadequate. Phases of the intended mission involving
precision tracking or maneuvering cannot be completed satis-
factorily. This state satisfies at least “TL-r-8785 or MIL-F-
83300 revel 3 flvina aualities requirements,

1.2.2.4 Operati.nal State IV (Controllahle to an
Immediate Emercencv Landina)., The state of dearaded FCS
operation at which continued safe flicht is not nrossible;
however, sufficient control remains to allow enacine restart
attempt(s), a controlled descent and immediate emerqgencv
landina.

1.2.2.5 Operational State V (Controllable to an
Evacuable Fliﬂh} Condition). The state of dearaded I'CS operation
at which the FCS capability is limited to maneuvers required
to reach a flight condition at vhich crew evacuation may he
safelv accomnlished,

1.2.3 I'CS Criticality Classification

1.2,.3.1 Essential, A function is essentiai if loss
of the function results in an unsafe condition and inability to
maintain FCS Operational State IIT.
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1.2.3.2 Flight Phase Essential, A function is
flight prhase essential 1f loss of the function results in an
unsafe condition and inability to maintain FCS Operational
State III only during specific flight phases,

1.2.3.3 Noncritical. A function is noncritical
if loss of the functIon does not affect flight safetv or result
in control capability below that required for FCS Operational
State TII,

Classes, Airplane classes are defined using the
MIL-r-8785 definitions for the following classes.

Class I Small, light airplanes such as
Licht utility
Primarv trainer
Light observation

Class II Medium weight, low-to-medium
maneuverability airplanes such
as

Heavy utility/search and
rescue

Light or medium transport/
cargo/tanker

Early warnina/electronic
countermeasures/airborne
command, control, or
communications relay
Antisubmarine

Assault transonort
Reconnaissance

Tactical bhomber

Heavy attack

Trainer for Class II

Class III lLarge, heavy, low-to-medium
mancuverability airplanes such
as

lleavy transport/cargo/

tanker

Heavy bomber

Patrul/early warning/electronic
countermeasures/airborne
command, control, or
communications relay

Trainer for Class ITI
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Class IV High~maneuverability airplanes such
as
Fighter/interceptor
Attack
Tactical reconnaissance
Observation
Trainer for Class 1V

TThere MIL~-I'-83300 applies, the corresnonding MIL-F-
83300, Class I, II or ITI or TV anplies.

3.1.3.10 All Weather Landinag Performance Standards.
"The lateral-directional control system's performance shall be
such that aircraft lateral velocities normal to the runwav
centerline shall not cause a maximum aircraft lateral disnlace-
ment oreater than 75 ft. as measured to either side of the
runvay centerline from the outergoqt main landing aear of the
aircraft more often than 1 in 10° landinas.”

3.1.3.2 Failure Immunitv and Safetv. Vithin the
permissible flight envelope, no single failurc or failure com=-
bination in the FCS, which is not extremelv remote, shall result
in anv of the followino before a nilot or safetv device can re-
act. Tor this snecification, extremely remote (6.6) is defined
as numericallv equal to the maximum aircraft loss rate due to
relevent FCS material failures specified in 3.1.7.

a. Flutter, divergence, or other aero-
elastic instabilities within the
rermissible fliaht envelope of Lhe
aircraft, or a structural dampinec
confficient for anv critical flutter
mode Lelo! the fail-safe stabilit-
limit of MIL-F-8870.

b, Uncontrollable motions of the air-
craft within its »nermissil:le flicht
envelone, or raneuvers tvhich aenerate
lirit airframe loads.

c. Tnabilitv to safel” land the aircraft.
d. Any asymmetric, unswnchronized, unusual
operation or lack of oneration of fliaht

controls that »roduces operation be-
low FCS Operational State JTT.
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3.1.3.3.4 Failure Transients. Aircraft motions
following sudden airplane svstem or component failures shall be
such that dangerous conditions can be avoided by pilot corrective
action. Transients due to failures resulting in FCS Onerational
States I or II within a redundant ¥CS shall not exceed 0.5¢
incremental normal or lateral acceleration at the center-of-
gravity or #10°9/sec roll rate. Transients due to failures
within the FCS resultinoc in FCS Overational! State III shall
not exceed 75% of limit load factor or 1.5g's, whichever is less,
at the most severe flight condition.

3.1.3.9 System Test and Monitoring Provis‘ons.
Test and monitoring means shall be incormorated into the
essential and flight phase essential FCS as recuired to reet
the mission reliability requirements of 3,1.6, and the Ilight
safety requirements of 3.1.7 and fault isolation ...ulrements
of 3.1.10.2,

3.1.3.9.1 System Test and Monitoring Analysis.
The effect of undetected FCS failures taken with the probability
of occurrence of such failures shall complv with the system
reliabilitv and safety requirements. The 3analvsis verifving
this reauirement shall include all failures, both active and
latent, and failures in all components of the svstem, including
mechanical, electrical and hydraulic comoonents.

3.1.3.9.2 Built-In-Test Equipment (BIT). The
total maintenance aid testing, including BIT, and inflinqht
monitoring shall provide an integrated means of fault isolation
to the LRU level with a confidence factor of 90%. BIT function
shall have multiple nrovisions to ensure they cannot be encaqged
in fliqht,

3.1.3.9.2.1 Preflight or Pre-enaage BIT, Preflight
or pre-enaaace BIT may be automatic or pilot-initiated, and
includes anv test sequence normally conducted prior to take-
off or prior to enadagement of a control to provide assurance of
subsequent system safety and operability. The prefliaht tests
shall not relvy on svecial cround test enuipment for their
successful completion. Any test sequence wvhich could disturb
the normal activity of the aircraft in a given mode shail he
inhibited when that mode is enaaged.

3.1.3.9.2,2 Maintenance BIT, BIT shall also be
nrovided as a nostflicht maintenance aid for the FCS, BIT
shall be designed to avoid duplicatina test features included
as part of the preflight test or monitoring functions.
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3.1.3.9.3 Inflight Monitoring. Continuous moni-

torina of equipment performance and/or cirtical flight condi-
tions shall be provided. The monitoring shall, as a minimum,
be active during ‘essential or flight phase essential modes of
operation. An analysis shall be provided showing that false
monitor warnings, including the automatic or normal pilot re~-
sponse thereto, will ncot constitute a specific hazard in ex-
cess of the svstem reliability requirements.

3.1.6 Mission Accomplishment Reliabhilitv.
The nrobability of mission failure per flight due to relevant
material failures in the flight control s'stem shall not ex-
ceed either a. or b, svecified below. Failures in power supplies
or other subsvstems that do not otherwise cause mission failure
shall be included where pertinent. A representative mission to
which this requirement applies shall be established and
defined in the FCS Specification (4.4.2),

a. "here overall A/C mission accornlishment relia-
bility is specified bv the procurement

activity, Qpres)< (- Ryp) Apeies)

b. ‘Where overall A/C mission accomnlishment
reliability is not specified, QAKRB)SIxIOJ,

Q”(ch) = Maximum acceptable mission unreliability
’ due to relevant FCS material failures

Ry = Specified overall aircraft mission
accomplishment reliabilitv

AM(fcs) = Mission accomplishment allocation
factor for fliaht control.

3.1.7 Quantitative Fliaght Safetv  The
probability of aircraft loss per flight due to relevant material
failures in the flight control :ystem shall not exceed:

QS(fcs) < (1-Rg) AS(fcs)

where: QG(fcs) = Maximum acceptable aircraft loss rate
) due to relevant FCS material failures.

125




Al = Flight safety a'llocation factor
S(fcs) for flight control.
R = Overall 2Mircraft Fliqht Safety

Pequirement as snecified by the
procuring activity.

Failures in power supplies or other subsystems that do . ot
otheruvise cause aircraft loss shall be included where pe.tinent,
A renresentative mission to which this requirement applies shall
Le established and defined in the FCS Specification (4.4.2).

If overall aircraft flight safety in terms of R, is not specified
by the procurina activity, the numerical requiréments of

Tal.le IIT applyv.

TAPLE IIT {

FCS NUANTITATIVE FLINGHT SPFRETY RECUIREMENTS

MAXIMUM AIRCRAFT
LOSSES PER I'LIGHT

OVEPALL A/C MIL-T-8785 Ng(feq)  5x1077
PLIGHT SAFETV CLASS ITI-ATRCPAFT
NEOUIREMENT |
HOT SPECIFILD ALL POTARY WING Og (£cs) 25%10~"7
BY PROCURING AIRCRAFT :
ACTIVITY 7

MIL-F-8785 ILASS T, Oc (¢ 100%10

IT & IV ATRCRAFT S(fcs)

3.1.7.1 Reliability - All Weather Landing

Svstem, The averaqge hazard due to the use of the all weather
Tandina svstem shall be less than the risk alloved in the con-
tractor's reliability budget for the all weather landing system.
To meet the reauirements of 3.1.7, the contractor shall allocate
the FCS reliability budget amona AULS and other FCS., The
specific risk of a hazard due to use of the landing system
under an environmental limit or operational restriction shall
not increase the allowed risk by a factor of more than thirtv,
These analvses shall provide the hasis for establishing an

alert heiaht at an altitude such that, with all systems opera-
tive at the alert heiqht, the nrobabilitv of a hazard occurring
durina the landino is extremely remote.
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3.1.7.1.1 Assessment of Average Risk of a Hazard.
The averaae risk of a hazard due to use of the all weather
landina svstem shall be established by a statistical analysis
vthich includes:

a. A system failure analysis showina
the effect of a failure or com-
bination of failures on system
per formance and the probability
of their ozcurrence,

b, Failure analvses shovina the effect
of failure or a combination of
failures in systems operatina
concurrentlv with the all weather
landina AFCS on aircraft ner-
formance and the probabilityv of
their occurrence.

C. The probability of the system not
nerforming within the reauired
levels defined in 3.1.2.10 taken
in conjunctinn with the probability
that exceedance of those rerform-
ance levels will result in a
hazard.

3.1.8 Survivability. FCS Operational State
IV or State V shall be provided as required bv the procurinag
activity,

3.1.9.4 Tnvulnerabilitv to Onboard Failures of
Other Systems and/or Equipment

a. Flight control systems shall re-
tain FCS capability at Mperation-
al State III (minimum safe) or
better after sustaining the follow-
ing failures:

(1) Failire of one enagine in a
two~-enaine airnlane.

(2) Failure of two engines in

three~engine and four-or-
more~-engine airplanes.
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(3) Failure of any sinagle equip-
ment item or structural mem-
ber which, in itself, dces
not cause degradation below
GState III. This includes
anv plausible sinale failure
of any onboard electrical or
electronic equipment.

b. Fliaht control svstems, including
the associated structure and power
supplies on Class III aircraft,
shall be designed so that the
nrobability of losina the cana-~
bilityv of maintainino FCS opera-
tion to at least State IV as a
result of an enaine or other rotor
burst is extremely remote,

c. Flight control systcas, including
the associated structure and powver
supplies on Class I, II €& 1V air-
craft, shall be desiagned so that
the probability of deqrading FCS
operation below State V as a re-
sult of an engine or other rotor
hurst is extremely remote.

3.1.10.2 Malfunction Detection and Fault

Isolation Provisions. Meanz nroviding a high probahility for
detecting failures and monitoring critical performance condi-
tions as rernuired to isolate faults tm the LRU level shall be
incorporated in all flight contrnl electrical and electronic
systems requived to perform essential and/or flight-phase-
essential functions. These means may include cockpit instru-
mentation and/or built-in test equipment. For the mechanical
and fluid powver portions of the flight control system, pro-
visions for tiie use of portabl2 test equipment mav also be
incorporated as reaquired to meet the maintenance suprort and
operational concent of the particular weapon svstem,

3.2.1.4,2 FCS Warning and Status Annunication.
FCS Warning and Status Annunciation shall be provided in tlie
cockpit. Annunciation shall be designed to clearly indicate
the associated deoree of urcgency.
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a. First degree - that is: Immediate
Action Required

b. Second degree - Caution: Action may
be required

c. Third degree - Informational, no
immediate action required.

A panel comprising means for displaying first degree annuncia-
tions shall be located within the normal eve scan range of the
command pilot. A first degree warning or status indication,
vhich applies only to a particular mode or phase of flight,
shall bhe inhibited or designed to clearly indicate a lesser
dearee of urgency for all other modes or phases of flight,

3.2,1.4,2.1 Preflight Test (Bit) Status Annunciation,
This display shall:

a. Indicate the nroogress of the rre-
flight test.

b. Instruct the crew to provide re-
aquired manual inputs.

C. Indicate lack of system readiness
when failure conditions are
detected.

3.2.1.4,2.1 Failure Status. Failure warninas shall
be displaved to allow the crew to assess the operable status of
redundant or monitored flight control systems. Automatic dis-
encacement of an AFCS mode shall he indicated by an appropriate
warning display. Manual disencagement by the crew shall not
result in warning annunciation. Loss of valid signals critical
to existing modes of operation for FCS or flicht directo- shall
result in appropriate warnings and/or system deactivation,

4,2.2 Reliability and Failure Mode and Effects
Analyszs, When required by the procuring activity, reliability
and ¥a11ure mode and effects analvses shall be performed to
analyticaliv demonstrate that the FCS satisfies the requirements
of 3.1.6 and 3.1.7. When required by the procuring activity,
the Reliability Program Plan, defined by MIL-STD-785, shall
outline steps to be used to verform these analvses.
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APPENDIX III

Mathematical Addenda

Given the probability wmodel as desc:ibed in Section 3 we
note the following relationships:

I111-1 a = P(R|F)= P(FR)
P(F)
11I-2 B = P(F|A)= P(FA)
FA)
I11-3 P(FA) + P(FA) = P(F)
11X-4 P(FA) + P{FA) = P(A)
III-5 F(FA) + P(FA) + P(FA) + P(FA)= 1

From (III-1)and (IXII-2) we obtain

I11-6 P (FA)

a P(F)

11I-7 P(FA) = 8P(A)

and from (III-3) and (III-6)
I11-8 P(FA) = (1= a) P(F)

Substituting 8 P(A) for P(FA) and {(1-a« ) P(F) for P(FA) in
(I11-4) and solving for P{A) yields

ITI-9 P(a) = 1=a
L3 20

p
Substituting P(A) of (III-%) into (III-7) yields

III-10 P(FA) = B (1=a)
=5 P(F).

Finally, substituting (III-6) (III-8) and (IIXI-10) intc (III-5)
yields

I1I1-11 P(FA) = 1 = (1-af)
T3

P(F).
== (R
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Summarizing, we obtain

I1I-12 P(FA) = az

III-13 P(FA) = (1=a )z
I1I-14 P(FA) = B8(1-2) ,

_ “1-8
I11I-15 P(FA) = 1 = (1-af)
I- 3 2z
I11I-16 P(A) = 1-2¢
T35 2

where z = (P(F).

From (III-15) and the inequality
0<P(FA) < 1

we obtain

I11-17 0 1=« +az <1,
l-B z

As indicated in Section 3, a small value of « is desirable
for a given test but a does not, by itself, reflect the detection
capabilities of a test. For example, a test could alarm after
every application. Such a test would detect all failures and
hence would yield a= ¢, A preferable measure of failure detec-
tion capability is the causal cuunterpart of a; i.e.,

Y= P(alf)

where f = event of a single, random failure and a = corresponding
causal alarm. The quantity, v, is a direct measure of failure
detection capability and can be evaluated independently of fre-
quencv of nuisance alarms. The quantity,y , is called the
"test deficiency”. We will show, by means of an example, that

Y = «

when the mission time is sufficiently small.

Example

In this example, we assume that failures and non-causal

alarms are Poisson distributed in time with rates Aps i As
respectively, Then, if T = mission time,
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I1I-18 p(F) = 1-e MFT
T
1I1-19 P(FA) = e *FT (1=-e™??")
"XAT ; 'XFT AT k
Kz © (ApT)
K! ¥

e AT e ET (e METY

II1-20 P(FA)

e
k

-21  P(FA) =e-AF. e-A Al
111-22 P(FA) = P(F) - P(FA)

(1-eAFT) - TAT e AT (e VAFT.))

')‘AT e-kFT (eYXFT-l)
l-e-AFT

P(FA) + P(FA)

= l-e-AFT - e-XAT e-XFT (erFT) + e-XFT (l-e-)\A

I11-23 a=P(FA) = e
P(F)

11124 P(A)

T

)

AT AT WLT

=l-e "A
111-25 B=P(FA) = e FT | 1-e"‘AT)
P T -
(A) l-e'kATe AFTerFT

1f T is small then
U I11-26 P(F) = AT

P(FA)

w
»>
L]

P(FA)

1
<
>

]

a

p

W
<
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From this example we conclude that if the mission time is
sufficiently small then

P(FA) = P (a single failure and no alarm)

P (a single alarm and no failure)

iR

P (FA)

P(FA) P (a single failure and a causal alarm)

W

and we may approximate v by «.
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APPENDIX IV

Redundant Secondary Actuators

It has been assumed explicitly throughout all of the trade-
off studies that the mechanical voter of the secondary actuators
is a signal selection device of the mid-valve (MV) type. As a
consequence, it has the following properties:

In the absence of monitoring the signal selector is a
majority device. If an input fails and is detected then that
signal is disqualified and the SSD proceeds as a majority device
with the remaining signals. The output fails if and only if

) the last signal input fails or

° there are at least as many failed (and not
disqualified) inputs as non-failed inputs.

In addition, it is assumed that no failure, detected or not, will
result in damage to the airframe provided that the good signals
are in the majority subsequent to the failure. Thus, a single
failed channel of a triplex channel, detected or not, will not
result in a transient sufficient to cause damage to the airplane.
In practice, a failure transient will always result when an
active failure occurs. The severity of the transient is in-
fluenced by:

® aircraft dynamics

° mode of operation (i.e,, rate or acceleration
feedback, etc,

® dynamical properties of the actuators

In the absence of details regarding these influences it is
impossible to characterize the effects of failures whether
detected or not. Nevertheless, some insight can be obtained by
considering an idealized version of a mechanical SSD as imple-
mented in several existing and prouposed aircraft.

1. Force Summing Characteristics

The mechanical quadruplex arrangement is showr: in Fiqure
IV=1, 1t is assumed that the detent force is sigrificantly less
than the maximum force input of the servos. otherwise differen-
tial pressure feedback would affect the results,




Referring to the figure:

x; = Secondary actuator ram displacement, i th channel

yj = Detent output shaft displacement, i th channel
X;=¥; = Detent displacement, i th channel

K, = Linkage compliance or spring constant

X, = Primary actuator valve displacement

fd = Detent breakout force

fi = Force exerted on summing shaft by i th ram

fg = Total force on summing shaft exerted by rams

z; = Alternate equalization signal, i th channel

Figure IV-2 shows an analytical block diagram of the mechanical
SSD. By making the observation that

X X _ = fi/KL, -fd < fi §fd
= - P =
fd' x1 xo’f_d_. a
Ky
= -fd, xi-xoé-_f-d_= -a

K
we can represent the SSD as shéﬁn in Figure IV-3, From the
figure it can be seen that the mechanical SSD is a limited
averaging device for a soft spring and becomes an MV SSD when
the linkage compliance, K;, is infinite (or if Kp = 0). A
conventional representation of this device is shown in Figure
IV-4 and an electrical implementation, in Figure IV=5,

2. llormal Performance

Establishing the dynamical performance of redundant
actuators is a difficult and involved procedure and one which
is beyond the scope of this study. However, assuming ideal
operation, we know from past experience that the voting action
of the mechanical transducer exhibits an undesirable threshoid
effect when the number of signal inputs is even. An example of
tinis effect is shown in Figure IV-6 where the differences between
channels are caused by differences in commands or in bias differ-
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ences in follow=-up signals. In many applications the threshold
will induce a limit cycle oscillation. The threshold can be
eliminated or reduced by equalizing the actuator (see Appendix
VI) or by insuring that all signal inputs are the same,

3. Failure Effects and Transients

Most failures can be c.assified in one of the following
categories:

) Step (usually a hardover)

° Slowover

) Passive (usually a null failure)

e Oscillatory

° Dynamic (i.e., gains, time constants, etc.)

In this section we are primarily interested in the response of
the actuators to hardovers, null and oscillatory failures.

Because a quadrunlex arrangement reduces to a triplex arrangement

after a detected failure the transient effects of failures can
be estimated for both arrangements by considering the following
sequences of failures:

® 1st failure undetected
2nd failure undetected

° 1st failure detected
2nd failure undetected

° 1st failure undetected
2nd failure detected

° I1st failure detected
2nd failure detected

Figures IV~-7 through IV-12 show the eifects of thase failure
sequences in the quadruplex and triplex configurations. In all
cases the failures were chosen toc exhibit the most severe tran-
sient effects. Referring to the figures

x; = i1 th channel input

x. = MV SSD output.

(o]
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In the representation of the output it is assumed that

a. X; =x + di

b. x; > 0

C. d1<d2 <d3 <du

where x = nominal signal
and d; = fixed offset, i th channz1,
From the figures it can be seen that

) The transient which accompanies the first failure
is determined by the channel offsets.

° Transients due to disengaged failures can be more
severe than the transient which accompanied the
failure. But in no case is the disengage transient
more than twice the amplitude of the failure transient.

° Loss of control does not always result from two
undetected failures in a triplex or quadruplex SSI.
Loss of control depends upon direction of the two
failures.

) In the quadruplex SSD two hardover failures in the same
direction result in passive loss of control.

o In a triplex SSD two hardover failures in the same
direction result in a non-passive loss of control.

[ Extrapolating to passive failures, loss of control in
the triplex and quadruplex configqgurations is always
passive if at least one of the undetected failures
is passive (fails to null).

Transients due to servo failures can be eliminated (assuming
follow-up biases are neglibible) by providing a common servo
command from all channels. Even with common commands, transients
due to failures of the upstream units could propagate to the
surface-=-as from the common signals from the sensor SSD's.

Oscillatory Faiiures

The effects of an oscillatory failure can be seen in
Figure IV-13, The oscillation is propagated to the output with
an amplitude determinded by the channel offsets. The frequency
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of the oscillation is determined by the failed component and the
local area effected. The combined effect of an undetected
oscillatory failure and large channel offsets could result in an
undesirable airplane response.

summary

It has been shown that the effective voting properties
of force summed secondary actuators approximate an ideal! mid-
value signal selector device with some degree of limited averag-
ing. 1If channel offsets can be eliminated or reduced to accept-~
able levels then performance proceeds undeqraded in the presence
of a detected or undetected single channel failure in both the
triplex and quadruplex configqurations.

128




SECONORRY
AETURTORS
K, =LIMKRGE COMPLIRMCE O
el OETENT —"—j—»vav—L_—_—"‘\ SACING
o x/ o y,
FORCE SUMMING
SHAFT
Az
. OETENT | MWN—
L)‘z —> ) I TIN av/m;_,ey)
CTURTOR
LLLLL X, WGV
| K= E
y L080
L
. T QETENT |
> X3 )3
A |
' e A— | e\
S &xy)
! i -
> % OETENT
CHRCACTEC/STICS
OUADRUPLEX

IDEALIZED FORCE SUMMED MECHANICAL SSD
FIGURE IV=-1




X) + 2 - Xo
. X/‘*b
FOE EGURLIZRTION <t
+—
U TECIGTE Z, %07
Fore EQURL1ZATIoY ~*
fdp—
|
RSN EST— ?L:
—" - ;d
12 E'-
+ . {S _'. Xo
+ K':
fé +
Y
%

ANALYTICAL BLOCK DIAGRAM
OF MECHANICAL SSD
FIGURE IV-2

140




AN

< / % =%

ICOPE =/

EQUIVALENT ANALYTICAL BLOCK DIAGRAM
OF MECHANICAL SSD
FIGURE 1IV-3

141




SLOPE = K

X 47 /
_/
——1,
R,
e+ VAN
_/ ;
'y
+
- /%4 —
-
Xg > -4 / |
+ /!
$
% , {’ A
* . ]
A = o0 K5 =AWV SELE
X 4 oo S5O = LIMITED AVECRGING

SSD PROCESS REPRESENTATION
FIGURE IV-4

142




Swit~h ~AAA

SwITCH FOR
THANNE L

o
I

Channel 1 Command -—
% R i DISENQAGEMENT
O

Switch r—'\M—i

Chant.2l 2 Commend T

ANA——O

Channe! 3 Command ‘
R
L A—

<:}_

<L )
$®

Switch ,-—»wv—*

L

>
>
>

1

Channel 4 Comma-d
l R

<
<
<
p

Switch  p——""M—@—

SIGNAL SLLECTION DEVICE
Four Channei Operational Amplifier Type
FIGURE IV=5

143

Output




9=ATI JANOIJ
dss AW XdTdnIavno ¥ JO
SOILSIYILOVEVYHD JTOHSIYHL

144




- r Xy = ITRUT

! ' WO LOSS GF CONTROL

LOSS OF ConNT20

EFFECTS OF HARDOVER FAILURES
IN A QUADRUPLEX MV 5SD

1st FAILURE UNDETECTED
<nd FAILURE UNDETECTED
r IGURE IV 7




%4
Xy o
r Xy 2 QUTRPUT
S —— ?
! /ST FRILUKE CNDETECTED
X, ! ZNO FRUUCE DETECTED
£
|
FRILUARE
OETECTED
—
X4 —-- -
Xz — - ———===1, /ST FANIE DETECTED
: L 20 FRNUCE UNDETECTEL
Xz —=—e———, |
)
X/ -—-—-—--—1»{:_-—-_—:___, s e
Xo = OUTPU,
}
i ¢
FH 1L A
OETECTEL
'——————i4 e

Effects of Hardover Failures in a Quadru-
piex !V SSD
st Fatlure Undetected, 2nd Failure
tetectd
st rail.re Detected, 2nd Failure
Undetecte 2

FIGURE IV-8




—
Xg —
: i
|
Xa r -0 )
' !
XZ ——————— 9 : |
1 ) |
X ' ‘ oo .
/ ““"‘l XS saurPuT
0 ¢
FRILUIKE FAILRE
OErECTED BETECTED
I
' ;ST Fhil IRE OETECTED

ENC  FLy LR OETECTEL

NVE 508 CF CONTARESL

Effects of llardover Failures in a Quadru-
plex MV SSD

1st Failure Detected, 2nc Failure
Detected

FPIGURE IV-9




[OUUUE S

'L-————-’

i' X, =ovrpur

EFFECTS OF HARDOVER FAILURES
IN A TRIPLEX MV SSD

1st FAILURE UNDETECTED
2nd FAILURE UNDETECTED

FIGURE

148

Iv-10




X /57 R MCE UNDETECTED
2 TEemmeeEs ! M FQHURE LE7TECTED
A .
| AR ULE
L QETECTED z
O — e e
‘ % s 7T
. . .'
T - e
X e
3 {‘"'1' | Xo = OUTRUT
| | '
Xp 1, ! ! JST PRI IOE OETE7ED
1 PNO FRILURE UWIETECTED
)’ X T
o
AR (S
CETECTED

Lffects of Hardover Failures in a Triplex
MV SSD

1st Failure Undetected, 2nd Failure Detected
1sc¢ Failure Detected, 2nd Failure Undetected

FIGURE IV-11

149




|
___.__,!
|
X =2 o .e"""* '. e L I e e e e
- ~ —1" r ‘ X, = OUTRYT
X5 J b
2
| o - R v
FBIIRE LRI EE
CEITECIELD LETES7&E D
' Effects of ilardover Failures in a Triplex
MV SSD : _ ,
1st Failure Detected, 2nd Failure Detected
- FIGURE IV=12

150



X,
X
3 e EEEEES 7 SRR 7
: ! ! ' i '
| . ; 1 ' '
X2 . S— FRR— I
————————— Xo-anPU;"
Xy

Q

EFFECT OF OSCILLATORY FAILURE
ON OUTPUT OF A QUADRUPLEX MV SSD
FIGURE IV=-13

151

e ol e



}l

APPENDIX V

The Digital Computer

1. Basic Architecture and Functional Description

& System Organization

The organization of a single thread digital automatic
flight control system (AFCS) is shown in Figure V-1, The primary
unit is the digital processor which will be described in detail
subsequently. All of the remaining components are associated
with the input/output (I/0) interface.

b, Digital Processor and 1/0 Organization

For purposes of the study, it is assumed that the
basic digital processor is a single address minicomputer. While
existing computers differ in details, they are sufficiently
similar in organizational structure to justify the use of a
"typical" organizational block diagram. Because it is typical
and because detailed information is available, it was decided to
use the organizational structure of the Bendix BDX-910 digital
computer. The organizational block diagvam of the computer and
associated I/0 is shown in Figuve V-2,

C. T/0 Interface

The I/0 interface consists of the following components:

(1) Signal conditioners and prefilters for all dc
input signals., The prefilters suppress high frequency sensor
noise which, in a digital system, would otherwise "fold" into
a lower frequency.

(2) Demodulators for AC inputs.

(3) Analog to digital (A/D) converters and multi-
rlexers if the A/D is time shared.

(4) Discrete input signal translators and signal
conditioners.

(5) Serial receivers, decoders and buffer storage.

(6) Parallel and serial data links for communication
between computers,

152




L=A FINOII
FOVIHILNI O/I HOSSAD0Hd TVLIODIA
NOILVZINVHOIW WALSAS TOYILNOD LHOITI TVLIOIA

o?0m

¥d3x

%\.\ka‘ln

oroN

SIr? s
R PVOAT RN
NRTOOR Ve s 0
AFOIVIN o ———
bttt PAIPITD Tovaws
NOILE TSN g
P dted - H S,
SURYISIO FINOILIONDS | - FePTFISRT
T O
LN
DO P I
r80ur 970 oy u
=
IINO 1L rONC> TR
X FNS/s
v o ”
od FIL T T
het O ——
YN0, \\m.SeGh LA IO
b

153



g

I
T/ GNAL 1 u / -ﬂ
- Acoww.
e P AN A6 vaxe n'
AOMOD B S , Vs
s ~red -
| WSl e S
] ‘zﬂ‘”‘ o woncy LSRG/ /et 76
b d L APOLD
™ sowoer '+
!_______/ -
avrmy Ve / o‘z‘v i
- AL TTER /
[ I P Ry
i — ORGITEP
H n J—
4 ’ G EMIE i e*
L~ TR —_ : h
: ak —F’ i\ = vene /]
___j_a_”r— v ey
A TAO '
o3
o ﬁ#—/ | AG4ST4
Ay
SEcrvL I W' / k
———————— E~ 72 28 Ao
Pl " sreuaoLY | ’I J_/
_:-—,1 a:-xarr ‘i ‘i u/mm -
,_:_.._.A,L W.I’ 74€ i L,,___/ — O, { .
: ™
] ore| |2
-ty A€ i s
[amrrrvvm ' Aoree av s
AeE v b/ -
arcat€
(4
gore covreos | A
! _ ~
: r—"" ) areo i r
] AR 2
T o
[ z
¢ ¢
! £
]
i ‘ £
[}
HE
Lol
i

|
\

=805

Qe TS SIROBES

DAt A - I
|

(ol ...——-—M"
270 CONVTAOL OIC/L ~
. - S — ule 2 d L egare covmpaL
| GATE COVIHOL, ] /0 oM
b ConNTeOL COVTROL | suoE OOVICE
DEr 158 RO ] -
Wﬁ(ﬂl“ﬂ_‘;’____. Ha"a OO N
~nae
Jommey

DIGITAL COMPUTER AND ASSOCIATED I/0
FIGURE V-2

154

Best Available Copy

h



(7) Digital to analog (D/A) converters and multi-
plexers if the D/A is time shared.

(3) sSample and hold circuits.

(9) Post filters =~ To reduce intersample ripple and
frequency folding.

(10) Discrete output registers.
(11) Serial transmitters and encoders.

(12) 1/0 Controcller - This unit controls the timing
and gating of the I/0 and DMA,

(13) Direct memory access controller - Although shown
as a separate unit this controller is part of the I/O controller.

(14) Oscillator/Clock - This is the basic timing mech-
anism of the computer., It consists of a 16 MHZ oscillator and
counters which yield submultiples of the oscillation frequency.

(15) Power Supply - A single power supply supplies the
power for both the digital processor and I/0. In some cases the
core memory has its own separate power supr..y.

d. Digital Processor

The digital processor consists of the followdng
components:

(1) Program Counter - This register contains the
address of the next instruction to be executed.

(2) Memory Address Register (MAR) - This register
stores the memory address. At the issuance of an appropriatce
nabie pulse, the word whose address is in the MAR is either
road or replaced,

(3) Memory - This unit consists of between 4K and 64}
'. vit words of storage for either instructions or data. The
remory .s usually a core or semiconductor type. Only > »nortion
of the semiconductor memory can be overwri_ten., The entire <oru
memory can be overwritten unless the write capability is hard-
“wive anhitated,

(4) O-Register - This is a general purpose register
used as o huffer register for I/0 interfacing or writina into
tve ucratch pad registers,
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(5) Scratch Pad Address Register (SPADDR) - Thig
register contains the address of one of the arithmetic or index
registers. Its function is the same as the MAR,

(6) Scratch Pad (SP) ~ The scratch pad consists of the
arithmetic and index registers. It is always possible to over-
write a scratch pad register.

(7) Arithmetic Operator - This unit performs the
arithmetic and logic operatione such as shifting, complementing,
adding, subtracting, multiplying and dividing. It is also used
as a simple gating register,

(8) Controller - This is the brain of the computer.
It decodes each instruction and generates:

(a) Gating Signals
(b) I/0 and DMA taming strobes
(c) Logic levels

It also selects appropriate arithmetic functions
and enables memory read/write.

(9) Memory bus (M=bus), E-bus, R-bus -~ These are
parallel data busses used for intercomputer transfer of data.

(10) I/0 bus - This is a parallel data bus which inter-
faces with the I/0 devices.

(11) Direct memory access (DMA) -~ Direct memory access
is the provision to transfer external data directly into memory
without requiring software control or processor time for alter-
nate fetches and execution. DMA is considered a part of the
1/0 even though Figure V-2 shows separate 1/0 and DMA controls.

(12) DMA bus - This is a parallel data bus which inter-
faces with DMA devices.

(13) Intercomputer data link « In the BDX-910, the
data link consists of either a parallel or serial bus and a
buffer which is used exclusively for communication between
computers,

e. Functional Operation

The functional operation of the computer will be
described by means of an example.
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(1) At 'power on' an interrupt is generated by the
*power on" monitor in the I/0. This causes the controller to
ingsert a (hardwired) starting address on the I/0 bus which is
then transferred to the P-counter and MAR., Thereafter the
P-counter is normally incremented by the least significant
bit unless otherwise instructed.

(2) Suppose the initial instruction calls for a trans-
fer of data from a memory location to an SP-register. In this
case, the instruction will contain the address of both the memory
word and SP-register.

(3) The controller gates the contents of the P-counter
into the MAR via the M-bus,

(4) The contents of memory (which contains the in-
struction) is read out and transferred to the controller via the
M-bus. Simultaneously, the contents of the M~bus are gated to
the Q-register via the E-bus. Those bits which reference the
SP-register are gated into the SP address register.

(5) The controller next gates those bits of the inst-
struction which reference the memory location from the O-reqister
to the MAR via the E and M busses. The data word is then read
out of memory and gated onto the M=bus. From the M-bus, the data
is transferred to the SP register, as dictated by the SP address
register, via the E-bus, Q-register and R-bus,.

The controller is now ready for the next instruction,

Characteristics Peculiar to Digital Systems

The two most distinqguishing characteristics of a
digital system are:

e} The extent to which components are time shared and

o The discrete word signal and computational format.

f. Advantages of Time Sharing

(1) Permits utilization of sophisticated algorithms
without a proportional increase in size, cost, weight, etc.

(2) Permits standardization of components and con-

sequent refinement of manufacturing processes which tends to
significantly increase component reliability.
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{3) PFacilitates, at least in principle, self checking
of the time shared components.

g. Advantages of Discretization

(1) No tolerance buildup in signal chain once da*a
has been converted.

(2) Almost total insensitivity to noise in the signal
chain once data has been converted,

(3) Permits standardization of components which
results in improved reliability.

(4) The discrete work format is ideal for logic
computations,

The absence of tolerance buildup in the sigral chain
permits extremely accurate cross-channel monitoring. Any
differences which do exist are the result of sensor diiferences
or a possible out->f-synch condition of one computer cycle.
Thus, with sensor monitoring excluded, the problem of nuisance
alarms is practically eliminated.

2. I/0 Interface

a. Analog Input and Output Signals

Analog input signals are first handled by passing
tnem through a lag pre-filter as shown in Figure V-3, Note that
provisions are made for both single wire and two-wire type
siynals. The resistance of the iag also serves as part of the
scaling of the input. The input is then presented to an input
multiplexer appropriate to the signal class, either one- or two-
wirve and, in the case of A.C, signals, strobed for peak value
lniection.

The outputs of the inout multiplexers are then reduced
to single-ended signals (if regquired) and gain adjusted in groups.
» aroup multiplexer then selects the signal for conversion.

The A/D converter is a high speed successive approxi-
~ation device (Figure V-U) using several LSI and hybrid micro-
circuits, Use of a high speed A/D makes possible the digitizing
of A.C. as well as D.C. signals without additional hardware by
r2stricting the selection of A.C. inputs to the time of the peak
1 the A,C, reference.
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Figure V-5 shows the method of handling analog outputs.
Digital output data is held in a buffer register while being
convzrted to analog form by a high speed D/A converter. The
analog output voltage is then impressed on the holding capacitor
of the appropriate output channel by means of an F, E. T. de-
multiplexer. The demultiplexer has suitable 'ON' and 'OFF' imped-
ances for use in this 'sample and hold' configuration. These
circuits also make maximum use of large scale integration and
hybrid circuit techniques.

The output of the holding capacitor is buffered by an
extremely high input impedance buffer amplifier and transformed
to suitable levels for the outputs. A low pass filter function
is included as part of the output buffering for those outputs
where the ripple component must be reduced.

b. Discrete Input and Output Signals

There are cases where it is advisable (by virtue of
short wire runs, safety, or lack of sufficient data to be
transferred) to use single 'dedicated' wires to communicate
single on/off functions. A typical signal in this class could
be a validity signal from a sensor, or a self-test command to
a sensor.

For best noise immunity, it is recommended that dis-
crete signals to or from points outside any package be at a
28 vdc level. These signals are readily handled on single un-
shielded conductors in aircraft wiring.

Where this is not possible, use of lower level signals
(5 volts) is permissible if twisted pair (preferably shielded)
wiring is used along with a balanced receiver circuit.

Figure V-6a shows a typical 28 volt discrete driver.
This driver is current limited and transient suppressed as pro-
tection against 'normal' pick~-up transients and faults. A
matching receiver is shown in Figure V-6b. The use of a high
resistance divider into the first CMOS inverter allows use of
the internal clamping of the inverter for transient protection,
The high input impedance of the second inverter allows large
noise filter lag time constants using conveniently small capaci=-
tor values.

Figure V-6c shows a typical balanced line receiver for
low level discretes.
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c. Parallel and Serial Intercomputer Data Links

Digital Data Links

Various information transfers are required between
digital processors comprising the FCS and between these proces-
sors and other aircraft systems.

Data links to other aircraft systems are fre-
quently outside the direct control of the FCS designers, being
dictated by the airframe or avionics contractor. Where control
is possible, it is recommended that these data links conform to
the same standards as recommended in the following section de-
scribing intra~FCS digital data transmission.

Inter-Computer Data Links

In considering a system of interconnected digital
computers such as might be required for a FBW PFCS, data transfer
between computers offers an area of design where the function and
economies of the system can be enhanced or, alternatively,
seriously degraded. The following presents some of the important
design considerations necessary to select a data link scheme.

Txges

Binary data may be handled word-parallel or word-
serial and, for each of these, bit parallel or bit serial. Word
parallel effectively means separate wiring for each parameter to
be transmitted and would be indicated only for extremely high
data rates (perhaps 105 updates of the parameter per second) or
very special conditions of isolation or security.

Given, then, that the parameters will be trans-
mitted word-serial (that is to say, the parameters will be trans-
mitted in some sequence over one channel), it becomes necessary
to select bit-parallel or bit-serial (or, more conveniently
stated, parallel or serial) transmission. A third possibility is
called byte-serial, where portions of words are transmitted
sequentially (serially) with each portion being in parallel
format. This scheme will not be discussed further here because,
in the context of straight binary intercomputer communication, it
seems to come closer to combining disadvantages than to taking
the best of each.
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Consicerations

The primary consideration in selecting a data
link scheme is vhe data rate requirement, in terms of total
parameters (parameters times updates per second) transmitted per
second. For a parallel system, this is also the bit rate on each
of the wires. The bit rate of a serial system is the data rate
times the bits per word. The bit rate is important in that it
acts as a constraint on the types of circuits and interbox wiring
which may be used.

Hand-in-rand with the data rate is the size of
the data word. As a re.listic working parameter, a word of 28
bits is assumed, consisting of one marker bit, 7 address bits,
15 data bits, 3 spares and one parity bit. For the serial scheme
four inter-word blank bit spaces are allowed for a total of 32
bit times.* A small change in the number of bits required should
not seriously change any of the conclusions.

For the FBW PFCS application the following re-
qgi;ements for a single serial data link are estimated as suf-
ficient to insure adequate capability:

Maximum Sampling Rate 100/sec

Data word length 16 bits (15 bits +
sign bit)

Address word length 7 bits

Parity 1 bit

Marker 1 bit

Spares 3 bits

Blanks 4 bits

Word transfer rate 10%/sec

Clock Rate 32C K Hz

*Transmission is assumed to be autonomous (as opposed to
command/response, Sor example).
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In selecting a data link scheme, hardware con-
siderations come into play. The buffer registers in ecither
serial or parallel schemes need not be too different in terms of
size and cost. In terms of differences, serial schemes generally
require more timing and control circuitry and probably require
more sophisticated encoding and line driver and receiver equip-
ment. On the other hand, the parallel scheme requires 16* line
circuits to the serial scheme's one, although the parallel linc
circuits may each be somewhat simpler. A parallel link is F
estimated to require between two and five times the hardware of
an equivalent serial link. Ship's wiring between computers is
similarly impacted: Serial links requiring one somewhat more
sophisticated wiring path compared to the requirement of 16
naths for parallel operation. This might trade off as one
shielded twisted pair versus one 16-pair bundle. Obviously,
this factor is strongly effectea by the computer locations and
the resulting path lengths.

Vulnerability of the data link to noise pickup is
a matter of concern, but is more a function of the electrical
scheme used than of the serial/parallel selection. The serial
scheme uses a somewhat wider bandwidth channel meaning somewhat
greater noise sensitivity. On the other hand the serial channel
is likely to be somewhat more sophisticated due to it being a

single channel-every increase in complexity is multiplied by one
rather than 16.

It is not contemplated that any sort of error
correcting code by used in this application, due to the added
channel requirements and circuitry. A simple parity bit is

recommendad to pick up simple hardware failures, bhroken wires,
and similar defects,

A more serious consideration included in the term
'vulnerability' is vulnerability *o failure propagation from line
to computer or computer to computer, Any reasonable failure or
sequence of failures associated with the line driver, line re-
ceiver, or the line itself should not cause dysfunction of other
than that particular data link.

Routing

Various possibilities exist in providing data
communications between computers,

* Additional lines may be required for coding and addressing.
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Several factors enter into the selection of the
routing, one of the more important (after providing sufficient
line data handling capacity) being the consequences of a line
(including driver and receiver) failure. This should not cause
a loss of communication with other channels in order that
failure isolation can take place without causing the droppirg of
a good computer due to one line failure. Similarly, a failure
in one unit should not be able to disrupt communications between
two other units,

A two way channel, i.e., A to B and B to A on one
set of wires, obviously saves intercomputer wiring. The line
drivers and receivers are almost the same in either case, except
that channel occupancy must be detected. The real difference
lies in the requirement that only one computer can transmit at a
time meaning that the two computers must be different in order
that one is 'first'and the other 'second' within some time frame.
This complicates the software required to execute a data transfer
considerably and may even result in a program lock. The impli-
cations of two way links in schemes which require fully synch-
ronous computers remain to be determined.

Encoding

Numerous codes have been used for transmitting
digital data. Four of these are shown in Figure V=7,

The NRZ (Non Return to 2Z2ero) code is shown as a
three line code and illustrates the three elements which must be
transferred. Some type of word sync is necessary to identify the
start of a word. This is shown as a pulse occurring during the
first bit of the word. Similarly a clock pulse train is required
to identify a bit interval. Finally, the data must be trans-
mitted. In this simple svatem three separate paths are used
resulting in very simple encoding/decoding circuits at the cost
of extra line circuits. This simple system is specified for
ARINC 561 Inertial Navigation Systems. Other versions of this
system rely on clock and word synchronization between trans-
mitter and receiver, transmitting only data. In parallel systems,
word syach is not needed as a whole word is sent each bit inter-
val while only one clock needs to be transmitted for all the
bits of a word.

A conmpletely self-clocking code is the RZ (Return
to Zero) Bipolar code specified for ARINC 575 Digital Air Data
Systems. In this code, a 'one' is represented by a positive
voltage pulse while a zero is a negative pulse, The voltage
returns to zero between pulses, while the gap between words is a
zerc voltage for several bit periods. This code is easily de-
coded as the clock may be derived by simply full-wave rectifying
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the input with virtually no timing problems beyond detecting the
word gap. Probably the areatest disadvantage is the three volt-
age level structure requiring a somewhat more complex driver
than would otherwise be required. Line receiver requirements
are also erfectively doubled.

Two somewhat similar codes are the 'Manchester’
code and the ‘'Harvard BiPhase' code. (The 'Harvard BiPhase' is
specified in ARINC 573 for Airborne Integrated Data Systems).
Both are two voltage level self-clocking codes which carry the
information in the voltage transitions rather than in the levels
per se. The Manchester code may be lcoked at as a periodic wave,
the period of which represents one bit time., A 'zero' is encoded
as an in-phase (with some reference) voltage, while a 'one' is a
180° out-cf-phase (inverted) voltage. Applied to a square wave
this produces the waveform shown in Figure V-7, Note two things.
First, the information may be detected as the direction of the
mid-period transition or as the voltage level during either the
first half or the second half of the cycle (as long as we are
consistent). And, second, since the inout (square wave) clock
has no D.C. component. the encoded waveform has no D,C. component
regardless of the encoded information.

If the Manchester code is similar to the Rz bi-
polar code in that the '1's and '0's are encoded as opposite
polarities of voltage transitions in one case and levels in the
other, then the Harvard BiPhase code is similar to the NK2Z
Unipolar example given in that a '1' is encoded as the presence
of a mid-period transition or level (respectively) while a '0' is
represented as the absence of this feature. 1in the Harvard code
a transition is auded at the bit period edges to allow self-
clocking, The Harvard code, like the Manchester, has no D.C.
component although the Harvard code has a somewhat lower fre-
quency component,

There are many methcds of encodinc signals which
are in use today. The codes shown are typical codes which have

one or more features of interest for the intercomputer data link
use.

Implementation

Typical implementation of an RZ Bipolar encoder
and decoder is shown in Figure V-8, The encoder uses an opera-
tional amplifier to generate the bipolar output from '1' and '0’
pulses provided on the inverting and noninverting inputs. Trans-
mission of signal and transmitter ground is by shielded twisted
nair to a dual differential line receiver to provide a high
degree »f noise immunity.
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A shortcoming of the circuits shown in their
behavior under ‘'hot short' or other line transieant conditions.
The receiver probably can be made safe against propagating the
fault voltage into V.. or signal circuits by the use of discrete
resistors and clamping diodes. An alternative is the use of a
pair of optically coupled isolators on the inputs as shown in
Figure V-8. Protecting the line driver is more difficult because
of the low output impedance required. Microcircuit line drivers
suffer from the presence of a real possibility that the chip
ground lead will open first, subjecting signal and V.. pins to
the line transient. Suitable discrete circuits can ge designed,
but, of course, they increase the nun*er of piece parts, failure
rate, and cost. Note that transformer ¢omwoling cannot be used
due to the D.C. component necessary in this signaling form.

A suitable encoder and decoder for Manchester
code is shown in Figure V-9, ?2 shielded twisted pair is again
used as the transmission line. The amplifiers shown as the line
transmitter and line receiver may be any of a number of standard
opamps, line receivers and transmitters, or even (for the trans-
mitter) standard logic elements. Isolation using cransformers
is an entirely feasible way of limiting fault energy transfer to
a level safely handled by the line circuits.

The use of square wave signaling with stable,
accurate clocks allows the use of simple single-shot timing as
the receiver reclcck generator (shown) and the gap detector.

A scmewhat similar system can be used for decoding
the Harvard BiPhase, except that the edge detector would lock on
the bit period edge transitions with the single-shot output pro-
viding a gating pulse for the bit period center transitions which
signify '1'x.

d. Recommendations

Unless there is a drastic change in data link
requirements, it is recommended that data be transferrec between
computers of the FBW PFCS by means of data links having the
following characteristics:

(1) One way tranzmission on each path to simplify
computer timing, allowing two-way simultaneous transfers.

(2) Serial data transmission with a relatively low

bit clock in order of 500 kHz, simplifies hardware while allowing
convenient use of techniques with desirzble properties.
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(3) Manchester coding on the data link using
a square wave 'carrier' because of the self-clocking and no D.C.
component features of this code. Relatively easy to encode
and decode where clock frequency is accurate and stable.

(4) Independent intercomputer data paths to the
extent necessary to achieve isolation. The simplicity of the
data link makes this independence practical.

(5) Trarsmission paths using shielded twisted
pair conductors for superior EMI characteristics, both for
susceptibility and emission.

(6) Differential input line receiver to minimize
common mode noise pickup.

(7) Transformer isolation at transmitting end of
link with either transformer or optically coupled isolators at
the line receiver. This is necessary to prevent faults from
propagating beyond the hardware associated with individual line
circuits.,
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APPENDIX VI

SIGNE L SELECTYON, MONITORING AND EQUALIZATION

This Appendix contains discussions of the following aspects of
redundant flight control system design:

«ess Signal selection devices
eeee Ermualization techniques

Conventional types of sianal selection devices are enumerated
and their relative merits and details of oneration are discussed.
Criteria for selection of a specific device are examined. The
necessarv distinctions are drawn between signal selection and
monitoring. The effects of sianal selection devices on ner-
formance and operation are discussed, and the effect of various
types of failures is indicated for all the conficurations.
Anplication to both analoo and digital flicht control svstems
are made,

The use of equalization teciniaues for minimizing bias or drift
errcrs hetveen channels of a redundant flight control system is
studied next. huthematical criteria are derived for the sta-
bility of equalization loops, and the reiative advantages of
different eaualization schemes arec pointed out,

Siaqnal Selection Processes

This section presents a summary of the operational obhijectives
of signal sclection,monitoring and self test in the context of
redundancy manaaement, In rost flicht control svstems sianal
selection and failurc detection are combined in a sinale device.
This association is the result of a desire to minimize hard-
ware by sharinag components and does not necessarily reflect

an inherent inseparability of the two processes. Tt will be
shown, subsequently, that the ohijectives of signal sclection
do not always coincide with those of failure monitorina., As

a consemuence, it can be expected that both rrocesses are less
than optimai when combined in the same device.

In diaital control systems the computational flexibilitv of the
comhuter can accommodate a variety of aporoaches to the signal
selection ana failure detection processes without a correspond-
inag increase in quantity and complexity of hardwvare. NAs a
consequence, it is both practicable and desirable to treat
sional selection end failure detection as distinct procersses.
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Definition of_gigpal Selection Device (SSD)

A signal selector is a device (or program or algorithm) which
yields an output as a function of twe or more inputs. In this
general context a summing amplifier or a complementary filter
are signal selection devices. The device, together with the
inputs and outputs make up the signal selector process. In the
context of redundancy the inputs to an SSD are, in some sense,
r~plicates of an ideal signal. The output, however, is onlv
recmuired to be a "usable” replicate of the ideal input, It is
not necessarily "better" than any of the inputs at least in the
conventional sense of being more accurate, less noisy, more

rej ~esentative, etc.

D aition of Failure Detection Device

A faiure detect r is any device (or program or alaorithm)
capeble of detecting and annunciating failures either of compon-
ents or signals. Failure detection capability is measured in
terms of the parameters ¢ and § which were defined in

Appendix II1. The quantity 8 is a measure of the sensitivity
to nuisance alarms and is defined by the conditional probability

8 = P(F|n).

The auantity @ is a measure of the failure detection capability
and is defined by

a = P(KIF) where

F = event of a failure and A = event of an alarm.

1. Operational Objectives of Signzl Selection

Improved Reliability throuch Cross Strapping

The S1D can improve system reliability by providing cross
stranping (i.e.,, alternate path routing) of input sianals. The
SSD can in princinle, p.ovide this function without monitoring
the input sicnals; i.e.,, without removing a failed signal. Everv
SSD is essentially a majority device if the outout is independent
of the failure status of the input signals.
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Reduce Effects of Failures and Failure Transients

The SSD, actinag as a majority device, can mask the lonqg
term effe_ts of failures and reduce failure transients to
tolerahle levels. This is the primary nurpose of mechanical
signal selection in the secondary actuators.

Provide Common Output in All Redundant Channels

A SSD can provide a common output in all redundant channels.
The effects of common outputs are:

° Improved Failure Detection in Downstream Units

then used in conjunction with comparison - tyne
monitoring, common outputs improve failure detec-

tion by reducing nuisance alarms in downstream

units. Common outputs are especially desirable in the
detection of null and slowover failures,

. Common outputs eliminate the threshold character-
istics of downstream mid-value selection devices.

] Common outputs can be used to equalize redundant
channels

Tolerance Reduction

A SSD can be usel to obtain a "good" signal reference for
(a) improved signal accuracv or as a (b) reference sional for
monitoring,

2. Operational Objectives of Monitouring

In practicc theie are two broad categories of failure
detection processes:

) Self Test

) Comparison Testina
The intended meaining of "self test" is that of a digital com-
puter software program or any detection process which operates

independently of the other channels. "“Comparison testing"

referg to any detection nrocess which employs the other channels
as models.
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Two basic approaches to comparison testing are:

° Cross=-SSD which uses the output of an SSD as the
good reference signal against which all other channels
are compared,

o Cross~-Channel which crmparas each channel with the
other channels and operates independently of anv SSD's
in the signal chain,

Tvpical cross-SSD and cross-channel monitors are shown in

Fiqure VI-1, as they might aprear in channel 1 of a quadruplex
3 mmt—

confiquration., A tradeoff of cross-SSD versus cross-channel

comparison monitoring is given in Reference 5.

Pre-T'light Failure Detection

In order to maintain the operational capability of a re-
dundant system, failures must be detected and revmlaced. Relia-

bility goals mav imnose severe renuirements on pre-flight test
efficiencv.

In-Flight Failure Detection

Improved Cross Strupping Benefits of the SSD

By detecting and removina a failed signal failure
detection can improve the henefits of an SSD relative to its
cross strapnina function. As an example, without failure
detection the output of an SSD with four inputs will fail
after two inputs have failed. "ith failure detection the out-
put could conceivably only fail after four of the inputs have
failed. There is an obvious trade-off herc hetween the prob-
abilit; cf two failures versus the probability of those com-
binations of detected and undetected failures and nuisance
alarms which will cause disengagement of the device,

Reduced Failure Effects and Transients

An undetectad fzilure of an input signal to an SSD
can have an undesirable effect on the output narticularly in
the region of small amplitudes. Oscillatorvy failures are es-~
pecially undesirable because they can induce sustained oscil-
lations of the output, albeit of small amplitude. 1In an SSD
in which averaging is performed over a limited region a sus-
tained failure will result in a raduction in gain within the region.
Failure detection and disencgagement can be a mixed blessina,
It will be shown, subsequently, that disencagement may fre-
aquentlv cause a transient which is more severe than the
transient wvhich resulted at the onset of the failure,
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Supplements Pre-Flight Test

In-flight failure detection may be considered an
extension of pre-flight test. By running continuously in the
actual aircraft environment, in-flight failure detection can
be very effective in detecting failures which, in a around
environment, would be difficult to detect.

Failure Status Annunciation

Failure annunciation is necessary if the pilot is to
decide between continuing or aborting the miss.ion,

3. Exanples and Application of Signal Selection Devices

In subsequent sections we will concentrate our attention
on three conventional signal selection processes:

Limited Averaginag (LA SSD)

In this process the outout is the averd&e of the in-
puts until an input varies from the average by a predetermined
distance. When this occurs the input is voted out. A typical
output response is shown in Figure VI-2 where d = maximum
variation from the average,

Mid-Value Selection (MV SSD)

If the number of inputs is odd then the output is
the mid-value. If the number of inputs is even then the output
is the mid-value of the inputs and zero.

Mux Gate

in this process one of the inputs is gated to the
output. If the same input is gated to the output in all channels
the process is called, "consolidation". Gating louvic is acti-
vated bv the failure monitor. The gating strateqy depends upon
the application.

Figure VI-3 shows typical placements of SSD's in the

fliacht control application. The objectives of each SSD depend
upon its location as the following summary indicates.
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Objectives

Sensor SSD

Improved reliability through cross strapping the
sensors and computers. The imnrovement in reliahility
can be considerable even without the improved benefits
of monitoring.

Improved failure detection in downstream units due to
common outputs in all channels. This presupposes
comparison-type monitoring.

Improved dynamic performance of downstream SSD's due
to common outputs.

Equalization of redundant channels via common outputs
in all channels.

Sensor signal selection can be performed by the
digital conitroll: -. Fach computer inputs one sensor
of a set and *ransmits the converted value to the
other computers via the intercomputer data links.
ith this arrangement loss of a computer results

in loss of its associated sensor.

Digital Computer SSD

Equalization of Integrai.ors - This SSD, which operates
on signals which are gensrated in the digital com-
puter, is used for integrator equalization irn the
eveni that the sensor SSD's do not supply a cormon
signal in all channels. The cross strapping of the
sensors could be such that small differences bhetween
channels develop due to I/0 and A/D converter toler-
ances and biases. While such differences may have

a negligible effect on the dvnamics characteristics
of downstream SSD's, they will, eventually, cause
the channel integrators to diverge.

Actuator Command S$SD

Improved reliability through cross strapping the
compvters and servos. This ohjective reouires
dedicated SSD's; i.e., independent of the major
failure modes of the digital computers.

Improved failure detection in servos due to common
servo commands.
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® Improved dynamic performance of actuator SSD due to
common commands. The dynamic performance problem,
however, may be merely transferred to upstream SSD's.

Actuator SSD

) Reduced failure effects and failure transients - Ry
appropriate selection the effects of command and servo
failures are reduced. As an additional consecuence,
failures need not be detected immediately as they
occur,

X Disadvantages of Signal Selection

°® Introdures undesirable dynamic characteristics
particularly in the region of small amplitudes.

) Susceptible to common mode failures - As an example,
a Mux Gate of the consolidated tyvpe will pass a
failed signal to all channels until it is detected
and gated out.

° Masks failures as seen by downstream units - A
poorlv designed SSD could pass a failure to all
channels., An SSD of this type recuires a highly
efficient (and demonstrably so) in-flight test.

° Requires interchannel isolation - Because signals
from all channels feed a single SSD, a common failure,
even if detected, could propagate to all channels,

e Could result in disengagement of all channels due
to a single failure. If the SSD is used to supply
a reference signal to a monitor then a single failure
could result in disengagemnent of all channels., Such
a phenomenon has actually been observed (in Reference
5, Monitrring Avalanche, Paae 145).

° Could increase tolerance build-up - A poorly desianed
SSD (i.e., relative to the signal noise) could cause
the selected output to have a worse tolerance varia-
. tion than any of the inputs.
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{ 4, Onerational Characteristics of the SSD

In the context of the general definition of the signal
selection process it is difficult, if not impossible, to gen-
eralize operating characteristics of an SSD. We do know, based
on our experience with conventional SSD's, that two character-
istics are paramount in the evaluation of a signal selection
process:

° Normal dynamical performance including threshold and tol-
erance propagation effects

e Failure effects and transients

Normal Performance

An SSD output, which is presumed to simulate an ideal
input, may exhibit dynamical characteristics which are not
shared by any of the input signals.,

Threshold

An MV SSD with an even number of inputs will exhibit a
threshold due to bias differences between the inputs. An ex-
ample of this effect is shown in Figure IV-6. In many anpli-
cations, the threchold will result in a limit cycle oscillation.
The threshold effect can be reduced or eliminated by intrcducing
equalization (to be discussed subsequently) or by insuring cihat
all signal inputs are the same. In a digital controller the
introduction of a sensor SSD can insure common irputs to all
downstream SSD's., However, this could transfer the threshold
problem tc¢ the sensor SSI° The solution here is to use an
SSC vhich does not exhibit the threshold problem, e.g., a limited
average SSD,

Tolerance Propagation

Under nominal conditions the inputs to an SSD will differ
from each other and from their mean due to normal tolerance
diff2rences., As a consequence the output will differ from its
mean by an amount determined by the process alaorithm and the
input differences. This variation of the output could have a

’ degrading effect on performance on a single string basis and on
monitoring if the SSD output is used as a reference signal to
be compared with the inputs. An excessive increase in tolerance
pronagation will result in poor failure detection and a high
ratz of nuisance alarms. As an example of propagated tolerance,
let us compare an MV SSD with a limited average SSD,
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For simplicity, we assume three inputs u(t), v(t), w(t), whose
variations about a common mean, m(t), are independent, random

and stationary processes with the same statistics. Because

it yields a simple solution we also assume that the processes

are Gaussian,

Let
UZU)=E

o] - ] o e

= variance of each input
z(t) = output of the SSD
E( ) = expected value.
Tt is shown in the Supplement to this Appendix that in an
MV 8SD

E(z) = m and

2
Ef{(z-m)7|- (1-“/7,_3— ol ~ .450
and in a
Limited Averaqe SSD
E(z) = m and
2 2
E (z-m)Z = % o ~ .330 .

Thus, we see that both the MV and LA SSD's outputs result in
smaller tolerance variations than any of the input signais.
Furthermore, the LA SSD is somewhat better in this respect than
the MV device, However, the advantage of one or the other process
depends upon the nature of the statistics of the inputs. 1In
general, distributions which are concentrated about the mean
tend to favor limited averaging whereas symmetrical distribution
which are concentrated at points other than the mean tend to
favor mid value selection.
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Failure Effects and Transients

The steady-state and transient effects of failures denend
upon aircraft dvnamics, mode of operation, tvpe of signal

selection devices, etc.

A detailed discussion of the effects

of failures in triplex and cquadruplex confiqurations when the
signal selection device is a mid-value type has been presented

in Appendix IV,

A summary of failure transient effects of

mv and limited averaging signal selection devices is aiven in
The table was taken from Reference 5.

Table IV-1,

TABLE IV-1

PERFORMANCE COMPARISON OF MIDVALUE

VS LIMITED AVERAGING SIGNAL SELECTION PROCESSES

—

Failure type

Failure effects

MVL with perfect equalization

Limited averaging

Step

No failure transient—easily detected.

Transient equal to 1/4, 1/3, or 1/2 of
averaging range—~easy to detect.

Slowover

No transient—signal detected when
drift exceeds detection level.

Output drifts slowly to 1/4, 1/3, or 1/2
of averaging range—detected when d- ft
exceeds detection level,

Oscillatory

No oscillation with perfect hard vote—

detecteole if oscillation level s

greater than detection level and if time

delays on detection do not block detec-
tion,

Oscillauion equal to 1/4, 1/3, or 1/2 of
averaging range.

Passive

No gain change—very hard to detect with-
ot <nacial dotactinn provisions unless
circuit activity is greater than failure
detection level.

Gan about zero drops to 3/4, 2/3, 01 1/2
of normal value—very hard to deiect with.
out spectal detection provisions uniess
circuit activity 1s greater than failure
detection level.

High gain

Size of imit cycle will depend on precne-
ness of vote. A perfect hard vote will
eliminate hmit cycle. Detection may or may
not be casy depending on where failure
occurs.

A ltmit cycle 1s guaranteed and size or
sevenity will depend on the averaging
range—faifure condition will be very
evident, but determination of which channel
has farled may or may not be easy
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The initial configuration is quadruplex and it is assumed that
(a) all previous failures were detected and removed, (b) failure
detection is achieved through comparison-type monitoring and
(c) channel differences have been equalized.

5. Summary of Signal Selection Processes

MV SSD
Provides cross-strapping.
May not require rapid recoanition of first failure,

¥ Failure transients determined by normal channel
differences at time of failure,

Potential limit cycle oscillation around null causes
by normal channel differences.

Improves tolerance proragation effects,
LA SSD
Provides cross-strapping.

Requires rapid recognition and disqualification of
failures in order to reduce failure transient.

Failure transients could equal 1/4 (quad), 1/3 (trinlex)
or 1/2 (dual) of the averaging range.

No limit cycle due to channel differences.,

Improves tolerance propagation effects. Somewhat
superior in this respect than the MV SSD.

MUX GATE SSD

Provides cross~strapping.

Requires rapid recognition and disqualification of
failure in order to reduce failure transients.

Failure transient could equal maximum signal level.
A latent failure followed by a detected failure could

result in the failed channel supplying two channels
signals.
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Recommended for non-critical functions such as conm-
puters~-to-displays, especially with serial trans-
mission,

6, Common Mode Failures

One of the potential disadvantages of signal selection is
the susceptibility of the resultant system to common mode
failures. In a digital computer there are several sources of
common mode failures associated with the signal selection
process:

Signal Select Algorithm

In a digital controller the complexity of a signal select
algorithm may be¢ no impediment to its implementation. However,
an excessively complicated algorithm may contain a desion
defect which, under normal operatinc conditions, could propa-
gate a common, but false, signal to all channels.

Communications Path Failure

Because signals Jrom all channels must be transmitted to
all computers a single failure of a communications path could
affect all computers, Referring to Figure V of Appendix V,
it can be seen that all communications paths are eventually
gated onto the I/0 or DMA busses from which they can he gated
to almost any component in the computer. The remedv is to
isolate all external paths from these busses,

Cross-SSD Monitoring

When an SSD is used to provide a reference for cross-SSD
comparison monitoring it is possible to disengaage all channels
due to a single failure. An example of such an effect is given
in Reference 5 where it is referred to as "monitoring avalanche",
The sequence of events are illustrated in Fiqure VI-#, which
is taken from Reference 5. Referring to the fiaure, channel A
incurs excessive drift but remains within the detection level.
Channel B subsequently fails in the direction indicated with
the result that channels D, C and A successively indicate
failures,
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7. Equalization

Effects of Bias Errors in Pedundant Flicht Control Systems

In a redundant control system and under normal operating
conditions, certain internal variables may diverge while other
variables are under control. This phenomena can occur even
thougl: the single string control system is stable and other-
wise satisfactory. The reason is that each charnel contains
errors which are not the same in all channels but senses the
same motion and commands the same controller as all of the
other channels, These small errors excite modes which are not
present in the sju-'2 string system and which are uncontrollable
by the single cou.rol surface. 2s an illustration of this effect
consider the dual redundant system of Ficure VI-~5. From the
figure it can be seen that there does not exist a control
function, xz(t), which can drive the state variables e, e, from
an arbitrary initial condition (e.g., e, (0)# e2(0)) to the
origin in a finite amount of time even if the offsets are
identically zero., While strict controllability of e, and e
is not a requirement in most control system~ it is required that
ey and e, remain bounded and their differe.ce sufficiently
small. This is not the case when the transfer function, G,
is unstable or neutrally stable. It is always the case when G
is stable. "he situation can be seen more clearly in Figqure
VI-6. Here the single string system, xG=e, is controllable
(i.e., in most cases of interest) but the variables e, and
e, are not strictly controllable. If G is unstable or neutrally
stable then e4 or e, will become unbounded for arbitrary off-
sets, Since most flight controllers contain at least one in-
tegration (e.q., for trim, heading or attitude hold, beam error,
etc,) it is necessary to devise some technique of control which
will maintain internal variables within prescribed bounds when
the control system is made redundant. There are three obvious
techniques to accomplish this:

® Approximate the integrator by a lag.
® Transmit identical control signals to all channels,
° Equalize channels or integrators.

Lag Replacement

"hen the laac can be selected to yield satisfactory per-~
formance, this is the easiest solution.
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Common Signals in All Channels

In a digital controller it is possible and nracticable to
insure that the inputs to the intearators are the same in all
channels, Let us assume that the sensors are cross-strapped
8o that each computer receives 3ignals from all sensors. If
each computer performs its ovn analog-~to-~-digital conversion,
then one can expect that all converted signals, in all chann~ols,
will be different due to small bias and gain errors in the
zonverters, If the signals a:re innutted under DMA control,
then one can even expect an a2dditional difference hetween
converted signals if the DMA controllers are non-synchronous.
without clock synchronizatioa there are two approaches to
insuring a common signal in all channels:

) In the normal sequences of operations each computer
inputs all signals from a sensor set (assuming that we
have cross=strapping) and performs a siagnal selection
to obtain a reference output. It can be expected
that this output will differ from similar outputs in
other channels, At a subseguent fixed point in the
proaram each computer transmits a code to the other
computers. Upon receipt of codes from all computers
each computer transmits its reference signal to all
other computers via the intercomputer bus, A limited
averaging selection is then performed. The resultant
reference output will be the same in all computers.
It should be noted that the reference sianals orior
to the second signal selection do not necessarily
represent the sensad signal at the same instant of
time due to nhasing of the input sampling or to
differences in the DMA clocks,

° A disadvantage of the above approach is the additional
real time required to transmit all selected signals
to the other computers. An alternate approach is to
transmit onlv the integrator commands, via the inter-
computer bus, and then use a limited average SSD to
obtain a common input. This approach s shown in
Figure VI-8, A similar approach is shown in Figure
VIi-9 where the integrator outputs are transmitted
to the other computers. From the difference equation
for each of these approaches we observe that the
technique is functionally equivalent to averaging
all of the inputs and transmitting the common average
to all integratcrs.,
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Equalization

Another technique which maintains the internal variables
within prescribed bounds is "equalization®, In this avproach
individual channel differences, or their equivalent, are fed
back to all channels, This is a favorite technique in analog
gsystems where it is difficult and impracticable to achieve
common inputs in all channels due to differences in dedicated
hardware and noise pick-up. Using egualization the integration
of Figure VI-7 can be stabilized as shown in Figure VI-10, The

extension of the same technique to a quadruplex configuraticn is
shown in Figqure VI-11,

Another aporoach to equalization is to utilize the difference
between the output of the servo actvator signal selection device
and each channel response as the eaualizing feedback to that
channel. This arrangement is shown in Figure VI-12, The

advantage of this approach is that only one signal selection is
required to service all channels,

Another application of equalization is to reduce or eliminate
servo command differences in order to reduce threshold and failure
transients when the SSD is an MV type. A schematic version

of this approach is shown in Figure VI-13, Each of these
"equalizing® configurations will now be discussed in detail.

Referrina to Figure VI-10, if we assume that the channel
differences can be obtained without any variation in cain be-
tween channels, i.e., 1 = a, = a, =bh, = bz, their equalization

does, indeed, eliminate the "drift problem". From the figure
we easily compute
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W'

2

e, = _’l_’:_ + (s+K KE)K cll + K KE dz.
s(s+2K KE) s (s+2K K.E)
K
= — x+ 1 1
s 3 K (dl+d2) , 3 K (cll dz)
s s+2KLKE
2
s(s+2K KE) s(s+2K KE)
= K 1 1
x4 7K (dl+d2) \ zK(dz'dl)_
s s+2K KE

1
Thus, x = -3 (d;*d))  will stabilize the divergence. The
resultant steady-state channel difference is

d,-d, ) .

1
- @ S ————
1 2 KE t

In practice, however, the channel gains a_, a., b 1 and b, are
not equal. In the general case the characterzstlc equation is

2 2., 2
] +(a1+bZ)K KE9+K KE [al(bz-bl)+bl(a1-az)]
and not
2

s +ZKKE3

as in the previous case. Thus, equalization is unstable if

al(bz'bl) +bl(a1'az) < 0,
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From this simple example we see that egualization can introduce
additional stability problems.

Referring to Figure VI-12 (an analogous argument applies to

Figure VI-11), let us assume, first, that the nominal feedback
gains are unity; i.e., 1 = K, = K_ = Kk, = K. We assume, through-
out, that the SSD is an MV type. “A necCessary condition for

drift stabilization requires that

x + t:l1 - KE (xl-xo) =0

x-H:lZ - KE (xz-xo) =0

x+d -KE(xa-x 0

3 0

x + d4 - KE (x4-x0) =0

Assume, without loss of generality, that

dl <dZ <d3 < d4.

Then, from the above equalities we must have

xl xo xz xo x3 xo x4 xo

and, hence,

<
xl xZ <x3 <x4.

Since tb2 device is a MV SSD we must have

x =x‘(aasumingx >0) or 0

0 0

Case 1

xo = (), Then

< < <
xl<x2 0 x3 x4
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and x, = xt+d

1 1
KE

xz = x+d2

x3 = x+d3
KE

x4 = :\c+d4
KE

and the common input, x, can have anv value such that

<0<
x+dZ 0 x+d3.

Observe that this is equivalent to a threshold about zero.

Case 2 xo = x2. In this case

x-'--dz

will stabilize the drift. The channel differences are given by

- = - <
X)X, dl dz 0

372 3 2
I(‘E

x4 x2=d4-d2 >0
KE
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Observe that it requires a steady-state value of x to stabilize
the drifts.

Referring, aqain, to Figure VI-12 the equalization could become
unstable if the feedback gains, K;, are greater than unity.
Such a condition could occur in practice due to tolerance
variations in the sensing mechanism. There are two apvroaches
(at least) to stabilizing the process:

° Select a nominal value of K. less than unity and such
that expected gain variations will not cause the gain
to exceed unity. This technique can always be applied
when the variables xj and x; are individually accessi-
ble, Relative to the integrator input, x, this
approach is equivalent to replacement of the inte-
grator by a lag.

° Introduce a deadzone in the equalizing path as shown
in Figure VI-14, The deadzone, ¢ , is selected in
such a way that positive feedback is precluded. Ve
now determine the minimum value of € for this purpose,
Consider the differences

xi-Kixo. i=1, 2, 3, 4.

Let us sunponse that Ko is the largest of the qains Kqs) K, K

3'
Ky and K, > 1, We vary the difference x; -Kyx, when x;"= x
over all values of x;. The variation is shown gn Fiqure VI-QS.
The largest positive variation, € , is the minimum amplitude of

the deadzone.
Let y, = output of the deadzone in the i th channel.

We want to show that

>
yiz 0 when x. > x,

and A S 0 when x, < X0
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This will insure that no positive feedback path exists, Assume
that

xi>x Then

0.
- = - - Dew
x. Kixo (xi xo) +(1 Ki) x, > -¢

. e S ) -,
since x, - x, 0and (1 Ki) X, &= ¢

Tnus A 20.

Assume that

xi<x Then

0.
- = - - <
X, Kixo (x.1 xo) +(1 Ki) Xy <

s i .- < -
since  x.-x, 0and (1 Ki) Xy Se.,

Thus, Yi £ 0 and the result is established. This method of

equalization can be emnloyed when the intearation is t - -formed
in the dicital computer. The method does not recuire inter
channel communications nor does it reauire common inputs to
the integrators.

Servo Equalization

In Figure VI-16 we show a typical scheme for ecualizinag the
servos which is similar to the eaqualization of a channel inte-
arator, excent that now an intearator is intraduced for the
purnose of equalization, In the fiqure we show two equalizing
confiourations, depending upon how the differences, X§ =Xgs
are ohtained. In some mechanical arrangements the difference
can be measured directly. In this case we do nct require a

deadzone for stability. We henceforth assume that x; and xg
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are measured separately. The same argument regarding stability
applies heve: if the gains, K;, are greater than unity (the

number of fuch gains will determine the stability after zero,
one or two failures) than instability can result due to positive
feedback. The remedy is the same as before: introduce a dead-
zone* in the feedback path.

We mention two problems in connection with integral ecual-
ization of tha servos:

° The integrators will tend to drift due to internal

offset or biases in the sensors or A/D converters

if the integration is performed in the digital
computers. The solution is to clamp the integrator
in any channel in which the difference, x.=-x,, falls
in the deadzone. In general, the remaining chanrel
differences will exceed the deadzone in order to
equalize the drifts of their respective integratnrs.

o Because of the infinite memory of the intecrator,
the ocutputs, x;, will eventually "walk" away from the
command, x. The "walking® problem was actually
observed in a simulation (Ref. 5). If the command
signal, x, contains trim then "walking” can be pre-
vented by occasionally retrimming. However, this
does not prevent the integrators from eventually
overloading. Furthermore, it is desirable that the
integrators hold only a small percentage of the
trim signal; otherwise,null failures of an integrator
(after several failures) could result ir a non-passive
state of the airplane foilowing loss of control.

*In some cases the emualization is limited in order to oprevent
equalization of slowover failures. This could inhibit detection
of H/0 failures if they occur upstream of the limiter.
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One solution to this problem (which has not been verified
in a simulation) is to bleed off the average value of the
integrators on a long-time basis, The technique is illustrated
in Figure VI-17. From the figure we obtain (ignoring the dead-
zone) :

z=KE
1
ot 1 ("1*’2“3“4)
3
Yi . Kg |+4k
e, — s+k
i ]

Thus, y, is the intearal of ey approximately, and the averaae
value of the integrators, z, tends to zero, as desired.

Another approach to servo equalization is to use a lag in
place ofxan inteqgrator. Referring to Figure VI-12, we replace
K./s by 'E. To see the effects of lag equalization, we

cOnsider g4 two cases:
o
<x._< <
Case 1 X, <x,<0 x,<x,

From the figure we obtain, in the steady state,

x+dl-5§_xl=xl
wo
x+dz-K_§-xz=xz
wo
x+d3--l:§- x3=x3
w
(o] >
x+d4-§§_ x4=x4
w
o
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We conclude, therefore, that

x+dz <0< x+d3
w w
o o

From this ineguality we see that lag equalization does not
reduce the steady state threshold (relative to x) about zero.

Case 2 0<x

|

In this case x_. =x

< x. <x_. <x
2 3

4

0~%, and, in the steady state,

x+dl-K_£(xl-xZ =x,
w
o
x+dz =x,
x+d -K -
3 _E_(xs-xz) = X,
W
o
x+d4-f—E-(x4-xZ) =X,
()
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Thus, lag equalization reduces the offsets between servo outputs,
which has the effect of reducing failure transients,

Effects of Equalization

The principal advantages of equalization are:

. Eliminates integrator drift due to redundant channels.

Reduces the steady-state differences between servo
outputs. This reduces (a) the amplitude of limit
cycle oscillations and (b) transients due to failures,

An interesting .feature of intearal equalization is the
effect it has on second failures in a triplex or
quadruplex configuration. As an example, in the
"triplex with back-up" configuration, a serious
objection to manual selection of the back-up channel
was the effect of two undetected hardover failures

of the triplex system. In this situation the out-
put would go hardover resulting in possible damage

to the airplane before the pilot engaged the back-

up. With integral equalization the first hardover
eventually equalizes (provided that the failure is

in the command), causing that servo output to main-
tain an average trim position. A subsequent hardover,
after equalization, will cause the output to assume
the good value or zero,whichever is closest to the
failed signal. Thus, the result ic a passive failure.
This effect is shown in Figure VI-18,

The nrincipal disadvantage of equalization is that it
tends to mask failures. Thus, if in-flight failure detection
is required, then equalization must be limited in order to
insure that failures will he detected.
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8. Supp.ement to Appendix VI,

Let u(t), v(t), w(t) denote independent, random and
stationary processes, with identical statistics. Let f(x),
F(x) denote their probability density and cumulative distri-
bution functions, respectively, at any instant of time, Let
i denote the common mean.

Let z(t} denote the mid-value of u, v, w at time t. Then

z{t) = u(t) if (veusw) or (wsus<yv)
z(t) = v(t) if (usvsw) or (wsvsu)
z(t) = w(t) if (uswsv) or (vswsu)
Let
(1) E denote the event (v s u < w)
vuw
{2) E denote the event (w € u < v)
wuy
(6) E denote the event (v € w < u)
vwu
(7) E,  denote the event (u s x)
(8) Ev denote the event (v < x)
(9) Ew denote the event (w s x)

Let ¢ denote the cumulative distribhution function of z.
z

Then

Gz(x) = Yz <x)

Since events (1), (2), ..., (6) are exhaustive it follows
that
P(z = x) =

P(E .E+E .E+..+E LE +E _,E )
vuw u wuv u uwyv w vwu w
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Since the events (1), (2), 111, (6) are mutually exclusive
except for the endpts '

P(zsx)= P(EVu . E“)+ ceo P(va . E

w W E,)

Because of symmetry these six probabilities are egual.
Therefore, we need only compute one of them, e.q., P(Euvw°Ev)'

Observe

s PE . - Ev) = [[[ f(u) f(v) f{w) du dv dw
R

WHERE P is the region(usvs<w)andvsx

As an iterated inteaqral this becomes

X v + o
P( Euvw . Ev) =.£ f(v) d\:{ f(u) du{ f(w) dw
X »
Observe F(x) = ff(u)du = l-f f(u)du
- X
+ @
f f(w)dw = 1- F(v)
v
v 1
where ff(u)du = F(v). ‘
x
P[Eww. Ev] = | f(v) F(v) (1-F(v)) dv

x x
= f{(v) F(v) dv-ff(v) Fz(v) dv
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A simple integration (observing that d F(v) = f(v)dv) yields

x 2 x 2
j‘F(V)F(V)dV:: Ei(-ﬂ ] =—F—;-‘E)‘

since F{ -~ = 0, Also

x 3 x K}
ff(v)l“z(v)dv:-F-¥-2 | = f—%l'

Therefore, we conclude that

2 3
1 Gz(x)= Plz<x) = 6[Fé§)-F3(x)]

The probability density function is

dG (x)
II __d:'-——_. = gz(x)= 6[1-F(x)] F(X) f(x)
since %‘('ﬂ = f(x).

Ohserve that if f(x) is symmetricai about the mean, m;
i.e., f(m=x) = f{m + x) then g_ is symmetrical about x = m,
This follows from the identity

me-x » m+ x

Jfly)dy = [ fly)dy = 1 - [ f(y)dy

- m+ x -~
i.e., Fim =~ x) =1~ F(m+ x).

As a consequence of this sysmmetry it follows that the
expected value of 2z is m; i.e,,

F(z) = m.

216




In order to simplify the computations it will be henceforth
assumed, without loss of generality, that the expected value
is zero; i.e., m = 0,

In the following section the variance of z will he computed
assuminag that the initial process is Gaussian; i.e.,

-X

(10) fx) = 1 Zoz
T sz ¢ ¢

(1) .

F(x) = [ ily)dy.

Successively differentiatina (10) vields

2
-X
2
20
(12) f'(x) = -—— e
o/ 2n
-x® 2
2 2 R
(13) £ (x) = =X R S ¥
o vVin 0%2"
2
=== f(x) - )
2
Y o

Observe also that
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(14)

(15)

Let

F'(x) = f(x), F"(x) = £'(x) and F'''(x) = £"(x).

The variance of z is

2 to 2 +w 2
o, = [ x g (x) dx = J 6x" 11 - F(x)] F(x) f(x) dx
+ o + o
= 6I xz F(x) f(x) dx - 6 xz Fz(x) f{x) dx.

Each of these two inteqrals will now be evaluated.
+ o

L= [ x® P(x) () ax.

-0

Obscrve that

xz f(x)

(" (x) + —— f(x) Jo"
o

[(F'''(x) + ;17 F'(x) ]o4

e Frovix) + o Fr(x)

which follows from (13) and (14).

Therefore

4 o 20
L= Jo P Fd+ [ o F Fdx

Now observe that

2
'
_:x__ (F" F_E_Z__.)_-_ F''¢ F
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a 1 2
and dx 7 F = F'F., Hence
+ o
2 2 2
4 Ft 2 F _ @
,Ilzo(pn F--—-——z )-l-(y---—z -L- 5

since F" (») = F" (-») = 0, F(eo)= 1, F(-=) = 0.

To evaluate

)

Iz = J‘ xz Fz(x) f{x) dx observe, again, that

xZ f(x) = 04 F'Yx) + oz F'(x)

and thus
to + o
Iz= J o proo dex+ i o m dex»,
~® -
Now ohserve that .
—3— (F'; Fz) : F"'FZ+ 2FF'FEF"
2 d 2
- et — ) -(F'
= F'"'F 4+ —— (FF ) - (F'")
d 1 3
and S (-—5- F7) = F! Fz. Thus,
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« 4 3 2 F
1 = 04(1-‘" Fz-Fl?'z)+ + 0 I(F’) dx + ¢ 3 |
z - o -0 -
PP o®
=0 [ £(x)ax+ e
-l
2
x -
2
. 20
1 Since f(x) =5 /3
xz
z -
- 3xz 2( g )z
3 1 3 2 . 1 /3
f (X) = ( /—Z—ﬁ ) = —lLQ-_T —r—‘—/__z—_;’_—— e
(o/21) /3
+wa3(‘)dx = _l_L____v3
Therefore _°, ) (o/2n )Z . Hence
- __l-— o )Z + _gf—
L =77 Crm 3
From (15) we conclude, finally that
b
de z z
ozz=6rl-612=6[i—- o .9y
2 /3 (2n) 3
= (l _-'/_-"3-—-)02.
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When the selection is based on the average of the inputs then,
obviously,

[¥8)

&
w]—

Q

where m is the mean value of p, v and v,
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APPENDIX VII
SELF TEST CONSIDERATIONS
In the flight control application the major components

whose failures must he detected either in-flight or in pre-
flight are:

® Sensors

° Digital flight control computers

) Actuators

[ Displays and controls

° Monitoring, testing and disengage devices
® Communications paths

) Redundant-system-associated components

(e.g., S5D's, intercomputer links, etc.)

As demonstrated previously, undetected failures in these
components can result in a significant reduction in mission
reliability. Failures must be detected with a coverage which
is consistent with the reliability goals of the system. It
has been shown that failure detection requirements are a function
of the redundant configuration. For some conventional configur-
ations, a FBW mission reliability goal may require a preflight
test efficiency of 99.9% if periodic, 100% testing is not
employed. Such requirements are several orders of magnitude
beyond what is demonstrably achievable. As a consequence,
we may conjecture that:

° Methods of failure detection will have to be exceed-
ingly more comprehensive than techniques now in use

) New methods of validating a failure detection pro-
cedure will be required

With respect to failure detection the following tasks

should be an integral part of the design and synthesis of a
redundant flight control system:
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Statement of Mission Reliability Goal

An explicit goal forces the designer to view the
contribution of each component in the perspective of the whole
system and leads to a practicable and fair allocation of failure
rates. The criterion of relative mission reliability can lead to
unnecessary, inconsistent and costly refinements.

Allocation of Failure Rates

Failure rates should be allocated to all system com-
ponents based upon (a) what is necessary and (b) what is achiev-
able.

Statement of Failure Detection Requirements

The objectives of in-flight and pre-flight failure
detection should be stated. In particular, the extent to which
in-flight detection contributes to the attainment of the mission
reliability goal should be made explicit, In-flight and pre~
flight failure detection efficiency requirements for all system
components should be explicit and should consider their effect
on mission reliability.

In-Flight and Pre-Flight Failure Detection Validation

Having determined detection efficiency goals and tech-
niques to achieve these goals it is then necessary to develop a
procedure which is capable of validating the claimed efficiencies.

In summary, we may state that the three development phases
of a test procedure relative to the flight control system are:

o Requirements
) Achievement
o Validation

Thus far in the study we have emphasized faijlure
detection requirements. What is actually achievable and by what
means has not been discussed at all., 1In the following sections
we will examine some general aspects of failure detection for the
ourpose of exposing some of the difticulties involved in achiev-
ing near-perfect coverage. The emphasis of the discussion is on
digital devices, exclusively.

223




1. The Sequential Machine Model

We take, as our model of the digital device, the
sequential machine. The following brief description of a sequen-
tial machine can be augmented by almost any reference on the
subject, and in particular, by References (8), (9), and (10).

A sequential machine is a device which accepts, at
discrete instants of time, an input and simultaneously issues an
output., In general the output will depend upon the past as well
as the present input. This dependence on the past leads natur-
ally to the motion of "state" which embodies the past history of
the device.

A lag filter whose inputs and outputs are impulse
modulated is an example of a sequential machine. In this device
the inputs, outputs, and states are infinite in number. In our
application, however, the inputs and outputs will be binary coded
decimals of fixed length and, thus, are finite. Similarly, the
number of internal state variables (usually the equivalent of
flip-flop outputs) will be finite. A machine with a finite
number of inputs, outputs and states is called a finite, sequen-
tial machine. We formalize the definition as follows:

Let x = {X1' xZ' e e . .,xm}
= get of inputs

{51' 52, ¢« e o .’Sn}

set of internal states

{Ylo Yor o o oryp}
= gset of outputs.

0
L]

<
"

Then a finite sequential machine is the pair of func-
tions £ and g such that
yl = ((xl. Sl)
" Lo
gl l= g(xl, Sl)
wherex' ¢ X, yle Y, s' ¢ sand the superscript, i, denotes the ith

instant of time., When S consists of a single state the machine
is called a combinatorial machine.
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In general the inputs, outputs and states are vector
quantities as, for example, when the input consists of the binary
bits of a binary cod -4 decimal. The sequential machine, as de-~
fined above, provides the option of outputting one of many output
symbols from a given state, depending on the input. This type
of machine is referred to as a "Mealy" model in contrast to a
"Moore" model which yields an output as a function only of the
state and not the input. For our purposes, however, the two
models can be shown to be equivalent (Ref. (9), page 29).

The functions £ and g completely define the sequential
machine. An alternate representation is by means of (a) a
state table or (b) a state diagram. In a state table the row
entries are the present states, the column entries, the present
inputs. Each table entry consists of the next state and the
output. The state table is shown in Figure VII-1. In the state
diagram each state is represented by a circle. Directed
arrows connecting pairs of states indicate the next state.
Above each arrow is noted the present input and output. The
arrows are called transition paths or branches (See Figure
vVii-2).

A machine with n states, m inputs, and p outputs will
be called an (n, m, p) machine.

From the state table it can be seen that there are nm
entries. Each entry can consist of one of n states and one of
p outputs. Hence, there are (np)™ possible (n, m, p) machines.
However, not all of these are distinct. For any machine we can
obtain n{ equivalent machine by simply permutting and relabeling
the states. Thus, we conclude that there are, at most, (ng)nm
distinct (n, m, p) machines. n!

Examples of Sequential Machines

The sequential machine is a convenient device for
representing the operation of a digital circuit and, a fortiori,
for representing the effects of failures. Before proceeding
further we give the rationale for the present discussion., We
are given a digital circuit which is represented by a certain
(n, m, p) sequential machine, provided that the circuit has not
failed. If the circuit fails then it will behave like some other
sequential machine, not necessarily an (n, m, p) machine. It is
then the task of the fault diagnostician to determine that the
failed machine does not behave like the original machine. We
place one restriction on the observer: He cannot directly ob-
serve the internal states; his diagnosis must be obtained by
injecting inputs and observing the corresponding outputs. It is
permissible that he have at his disposal the state table repre-~
sentations of as many sequential machines as are necessary.
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Example 1 RS Flip-Flop

R (Reset) A
e ——
RS
-
S (Set) FF A
—_—' -—-———-’

"Set" changes A=0 to A=1

"Reset" changes A=1 to A=0

States:

2 )
3 = (A=l A=]) } For Failure
4° )

: (A=0, A=0 Conditions
Only
Outputs:
y,= (L,0)
y, = (0,1)
Y3 = (1, 1) For Failure
_ Conditions
y4‘ (0,0) Only
Inputs:
t
x, = (R=0, $=0)
x, = (R=0, S=1)
. x, = (R=1, §=0)

For Failure
(R=1.S=l)} Conditions
Only

RS FLIP-FLOP
FIGURE VII-3
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It is emphasized that states S3 and Sy, input x, and outputs
y3 and yy do not occur under nominal, non-failed conditions.
Tﬁey should be included in the state table, however, for fault-
diagnosis purposes even though the corresponding "next of state"
and "output” entries are left blank. Obviously, it is always
an advantage to know how the circuit will respond under failed
conditions. In particular, the response of a flip~flop to the
input x; should always be specified. The state table and state
diagram of the RS flip-flop are shown in Table VII-1 and Figqure
VII-4, respectively.

Example 2 Serial Binaxy Adder

States: Sq = O-carry
Sy = l-carry
Outputs: Yy =0
y = 1
Inputs: x = (a,b), a=0, 1, b=0, 1
a = addend bit, b = augend bit.
Thus, there are four possible inputs. The state table is
shown in Table VII-2 and the state diagram in Figure VII-5., A
logic diagram of the serial adder is shown in Figure VII-6.

Example 3 Random Access Memory

For simplicity we assume that the RAM consists of 2,
1-bit words,

States: S = (wl, w2)

wl = word #1 = 1 bit
w2 = word §2 = 1 bit

Thus, there are U4 states.
Outputs: Yy = 0

Y2'1
Inputs: x = (ADDR, Rw, 1)
ADDR = 1-bit address
RW = 0 if read,

= 1 if write,
I = 1=bit word, to be stored.

Thus, there are é inputs.
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A portion of the state diagram is shown in Figure VII-7 for
the state (0,0).

2, Representation of Failures (i.e.,, Failure Effects)

We start with a digital circuit which realizes a
certain sequential machine, M'. In its non-failed condition the
circuit is a realization of a certain (n, m, p) machine, M.
Because of the possible existence of failures M' may or may not
be equivalent to M. It is the task of the diagnostician to make
this determination. Before proceeding further it is necessary
to define the notion of "equivalence®" of two machines.

Definition 1

Machine M' is equivalent to machine M if and only if

° for every state, Si of M' and every input
sequence there exists a state, S;, of M
such that the input sequence with M' in
state S! produces the same output sequence
as the input sequence beginning with M in
state, Sj, and

° for every state, Sj, of M and every input
sequence there exists a state, S!, of M'
such that the input sequence with M in
state S4 produces the same output sequence
as the input sequence beginning with M' in
state Si.

It is impossible to distinquish between equivalent
machines on the basis of inputs and outputs alone. We note that
the structure of equivalent machines may be quite different. We
now define a failed machine.

Definition 2

Machine M' is a failed replicate of machine M if and
only if M' is not equivalent to M.

Thus far we have not said anything regarding the struc-
ture of the failed machine. To this end we make the following
assumptions:

) The set of inputs does not change.
o The set of outputs does not change.
o The number of states does not increase. ‘
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The first two assumptions are relatively weak and
impose minimum constraints on the fajilure modes. The third
assumption is necessary in order to circumscribe the problem,

It appears to be reasonable and, in any case, is almost always
invoked in the literature. We note, in reference to this as-
sumption, that, given an input sequence of any finite length
there is a machine M', beginning in some state, which will yield
the same output as M beginning in its initial state.

In summary we assume that a failed replicate of an
(n, m, p) machine is, again, a different (n, m, p) machine.

Failures
The following circuit failures can cause a machine
to fail:
[ stuck~at-0
° stuck-at-1
) opens
) shorts

° bridging (logic)

® intermittent

The first four failures could result in a reduction
in states. Bridging could result in either an increase or de-
crease in the number of states, Intermittent failures may be
caused by vibrations or noise and are not necessarily reproduc-
ible.

a. Test Philosophies

There are several philosophies regarding testing
of digital computers:

° The computer is designnd with dedicated additional
hardware for the express purpose of detecting
failures, usually througt redundance and compari-
son-type monitorino.

° Error detection coding of internal computer vari-
ables. These variables are coded in such a way
that a failure or failures will very likely cause
a recognizable change in the code.
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° Use of a software program to self test all acces-
sible internal devices. Each device is tested
against a stored state table or a portion thereof,

° Generate and output internal variables for com-
parison with similar variables in an identical
computer (comparison-monitoring).

We will discuss only the self test philosophy
assuming, as.we do, that the computer was not designed with
built-in failure detection capability.

b, Computational Requirements of Self Test

In this section we will obtain estimates for the
length of the input sequence necessary to completely test an
(n, m, p) machine subject to previously stated assumptions re-
garding the effects of failures. For convenience, we restate
these assumptions:

A failed replicate of an (n, m, p) machine is,
again, an (n, m, p) machine,

For purposes of obtaining estinates we make the
additional assumption that for each (n, m, p) machine, M', there"
is a set of component failures which will transform thc original
and non-failed machine, M, into M',

It is undoubtedly true that the class of machines
which can replicat: a failed machine is smaller than the class
of all (n, m, p) machines. However, since we do not have suffi-
cient information at the present time to significantly limit this
class we proceed on our assumption, which, in any case, presents
the greater difficulties to the diagnostician.

We now obtain a lower bound on the length of an
input sequence required to test an (n, m, p) machine. The
example is essentially due to Moore, (Ref. 8). Consider a com-
bination lock with combination aq, a,. . . .a,..1, where each
digit, aj, could have assumed one of m values, Such a lock can
be represented by an (n, m, 2) machine as shown in Fiqure VII-9,
The combination lock opens when the output equals unity and this
can occur, starting in state Sy, if and only if the input se-
quence is aq, as. . +..d8 _4. Now it is obvious that, in order to
test the lock, 1t is necessary to try all of the ?ossible combin-
ations and that the number of combinations is mP~!, An addition-
al example is given in the Supplement to this Appendix.
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In order to appreciate the magnitude of this
estimate consider a typical 64-bit RAM, which is organized as
16, 4-bit words. The input is a 9-bit binary word, 4 bits of
which designate the input word, 4 bits the address, and one bit
to read or write. The output is a 4-bit word, Thus, the RAM
can be represented by a sequential machine with

n = 26# gtates
m= 29 inputs
p = 24 outputs

The estimate of m"~! is to be used when no advant-
age is taken of the unique structure of the device being tested,
Thus, if the self test is designed for a particular device it
may be possible to do considerably better than mn=1, For the
64~bit RAM we obtain 64

2

67 19

as the minimum length of the input sequence required to test the
device,

From this simple example we may conclude that an
efficient and practicable self test must be designed to take
advantage of the unique structure of each device being tested.

With regard to an upper bound on the length of
input sequence required (in view of the lower bound, the upper
bound is of acclemic interest, only) Moore (Ref. 8) gives the
estimate

nmn+22na
n!

for an (n,m,p) machine.

We note, in passing, that there is considerable
literature available in the area of fault-diagnosis of digital
devices. A significant portion of this effort is directed
towards developing specialized input sequences designed to detect
failures of specific combinatorial and sequential circuits. We
have not seen any published data regarding the efficiency of such
alrorithms when applied to MSI or LSI circuits of a typical mini-
comput.:r.
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C. Conclusions Regarding Self Test

(1) A Sequential machine provides a good model for
representing failed digital devices,

(2) A self test procedure, if it is to be efficient
and practicable, must take advantage of the unique structure of
the device being tested.

(3) Data must be obtained regarding

(a) the failure modes of typical digital circuits
which comprise the flight control computer

(b) the probabilities of occurrence of the failure
modes of these circuits.

(4) validation procedures must be devised to validate
a self test algorithm,

In the absence of comprehensive failure data we cannot, at the
present time,

) Define the general requirements of a s21f test
procedure in terms of minimum length of input
sequence, real time or memory requirenents;

° Estimate, with any precision, the efficiency of
a self test algorithm when that efficiency
approaches 100%;

3. Breadboard Hardware Validation of a Self-Test Program

In the preceding section it was shown that a digital,
sequential circuit could be represented by a sequential machine-
The sequential machine representation leads to the conclusion
that, if no advantage were taken of the unique structure of the
device, then the number of inputs required to completely test the
device was so large as to render the test impractical. As a
consequence, we must settle for something less than a complete
test., We cite several factors which give cause for optimism:

) The flight control computer consists of many
types of combinatorial and sequential circuits
whose inputs and outputs are directly accessi-
ble for fault-diagnosis.* Most of these devices
are relatively easy to diagnose by self test
algorithms.

*A complete tabulation of microcircuits for the Central Processor
of the Bendix BDX Digital Computer is presented in Table VII-3,
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° Failure rates of hard-to-test failures of a
digital device may be acceptably small,

° Failure rates of hard-to~test devices may be
acceptably small,

We know, for example, that the most commonly encountered failures
are

° Stuck=-at input or output bits.

® Stuck-at internal variables which prevent trans-
itions to certain states (e.g., a stuck-at bit
of a storage register).

A complete test for these failures can be achieved by
forcing each of the variables to a *1" or "0" state. Failures
of this kind occur much more frequently than all other failures
combined. As a consequence, it may be said that their detection
is the primary objective of almost all self test algorithms.

a. .Self Test Prograﬁ

In the next section, we will describe a bread-
board set-up which was designed exprescsly for this study for the
purpose of validating a self test program such as might be used
in an airborne flight control computer. Because of the similar-
ity of parts and structure of most single address mini-computers,
the results of the study are applicable to a wide class of com-
puters.

Because of its availability and also because it
has given good service, it was decided to use a software program#*
which is used to test all of the BDX model computers. A detailed
description of the program is contained in Supplement B. Briefly,
the program tests all computer busses (except the I/0, DMA
busses), instructions, all 16 registers of the scratch pad memory
(RAMS) , that portion of the main memory containing the self test
program, that portion of the prograr. counter which is necessary
to address the memory locations containing the self test program,
arithmetic operator and the "Q" register. The portion of the
computer which is tested is cross-hatched in Figure VII-8, ‘e
emphasize that this particular program is not designed to detect
failures of the I/0 and associated devices such as converters,
multiplexers, I/0 timing strobes, etc. The self test program
requires 1,128 memory words and requires 8,600 memory cycle
times to make one complete pass, At the rate of one microsecond

*The program was deviced by Mr, T, Weilbacher of Bendix.
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Table VII-3
Microcircuits of the Bendix PDX 900 Digital Computer

t

QUANTITY
ICROCIRCUIT CLASSIF- ARITH. CONTROL TOTAL
TYPE DESCRIPTION ICATION UNIT UNIT ary,

1 LM111D VOLTAGE COMPARATOR ANALOG 1
2 | 936 DTL HEX INVERTER ssi 1
3| 949 DTL QUAD GATE ] 4
4 CH1032-1D MOS ROM CLOCK DRIVER HYBRID 2
5 | 3111 ROM (MOS) LS| 1
6 | 3112 1
7 | 313 1
8 | 3114 1
9 | 3ns 1
10| 4009 K. BUFFER, (MOS) SSi 9
11 4609 ADDER/MULTIPLEXER }Spec_ MSI 8
}g 4614 DUAL FF/MULTIPLEXERS MSI 8
14| 5400 TTL QUAD GATE SS1 3 5
15| 5402 TTL QUAD GATE 2 2
16| 5403 TTL QUAD GATE 4
17| 5404 TTL HEX INVERTER 4
18| 5405 TTL HEX INVERTER 2
19| s410 TTL TRIPLE GATE 1
20} 5437 TTL QUAD GATE/BUFFER 2
21| 5473 TTL DUAL JK FF 2
22| 5474 TTL DUAL D FF 2 3
23| 5475 TTL QUAD LATCH 1 2
24| 5486 TTL QUAD GATE 1 1
33 9309 TTL DUAL MULTIPLEXER MSI 4 3
27| 3312 TTL MULTIPLEXER MSI 2
28| 9316 TTL 4-BiT COUNTER MSI 4 1
3":8 8250 TTL BINARY/OCTAL CONV. MSI 1
31| 8266 TTL QUAD MULTIP EXER MSI 2
gg 8270 TTL 4-BIT SHIFT REG. MS| 1
3431013 64-BIT RAM | 4

57 43
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per cycle time, a complete pass requires 8.6 milliseconds. If

a fault is not detected the program halts with the program
counter equal to (251),, any other result indicates that a fault
was detected, If a fault is detected and if it can exercise
sufficient control, the program halts with the program counter
equal to (151)g having first loaded a code into one of the
accumulators which identifies the area of the failure.

b. The Breadboard

In order to obtain the maximum information in the
shortest time, the validation was confined to a restricted class
of failures which included grounded input and output modes and
when it was non-destructive and an inverter was accessible,
simulated shorts to the supply voltage. The eventual extension
of the procedure to include the entire class of stuck-at failures
was a paramount consideration, however, and it was understood
that the present effort was the first step toward achieving this
objective, Altogether, 350 pins, representing the entire com-
plement of accessible nodes, were "failed". After each failure
was injected the self test program was initiated and the results
tabulated. 1In the following paragraphs a detailed description
of the procedure, hardware, and results is given.

The test was conducted by grounding all input and
output nodes, one at a time., However, this did not result in the
grounding of each individual input to a device since, frequently,
a single node fed two or more inputs via gating circuitry. As a
result, the grounding of certain nodes actually resulted in the
simultaneous failing of some inputs to a high (if the interven-
ing gate was an inverter) and some inputs to ground. It was not
considered advisable to fail all nodes to a high since this could
have caused the destruction of an "upstream" gate if a buffer did
not intervene.

It appears that, with the proper hardware, this
approach can be extended to include the following types of fail-
ures:

(1) Input and Output Nodes
(a) always high
(b) always low
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(2) Input Nodes

(a) opens (=high in TTL, DTL)

(b) input diode (DTL) short=-circuit

(c) emitter-base junction (TTL) short=-circuit
(3) Common Package Failures

(a) device ground lead open

(b) device Vcc lead open

There is another class of failures which are ex-
tremely difficult to simulate and, at present, no method has
been proposed for doing so, These failures are:

(4) Internal Logic Failures of Devices

These failures result in a restructuring of
the internal state and transistion branches. As a result, the
failure will not be seen at the output until a certain and un-
known combination of input and internal state occurs.

Grounding failures are easy to introduce since
TTL/DTL outputs may be grounded safely for many seconds. There-
fore, it is not necessary to break a conductor path to simulate
an open since a ground can be used, instead. Forcing a node to
o high can be a problem because of its destructive effect, as
noted previously. Forced highs could be introduced with a
sequence generator such that the forcing is applied no longer
than necessary. Forcing for 30 or 40 milliseconds should not
produce undue device degradation while being, at the same time,
of adequate duration for the test.

Since both of the above methods do not require
physically breaking a wire, no special preparation, other than
the generator, is necessary other than providing access to the
circuit boards.

Further testing requires opening microcircuit
leads and is best accomplished on a specimen machine constructed
with sockets for the microcirucits, This approach permits the
simulation of failures 2a (input opens), 3a (ground leads open)
and 3b (Vcc leads open).
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c, The Test

In the fail-to-ground testing routine the two cpu
cards of the BDX-900 digital computer were mounted in a test
fixture connected to a laboratory core memory and test console.
A paper tape reader was used to load the test program, A "DIP-
CLIP" test point adaptor was clipped on each DIP and a "normally
open" push-button switch was connected to ground each output
(or input) to the ground pin of that device.

The test procedure was as follows:

(1) Manually load Bootstrap Loader program into
memory using the manual console.

(2) Load self-test program from punched tape into
memory.

(3) Set program register to first step of self-test
program and initiate computer 'RUN',

(4) Computer must halt with the program counter
equal to 251 indicating self-test was executed corre- .ly,

(5) Connec push-button to pin to be grounded but
do not press button. Repeat steps 3 and 4, checking that the
push-button has not disturbed the circuits.

(6) While holding the push-button depressed, run the
self-test program (steps 3 and 4). If the computer halts with
251 in the program counter, the fault was not detected. Any
other result, including no halt or refusal to run, indicates
fault detection.

(7) Release push-button.,

(8) Record results,

(9) Repeat steps 3 and 4, If a No-Go rcsults, at
least a portion of the self-test program in memory has been
altered, Repeat steps 2, 3, and 4,

(10) If step 2 will not run, the bootstrap loader
program has also been altered. Repeat steps 1, 2, 3, and 4,

(11) Upon receiving a GO, go back to step 5 using
next point to be tested.
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The self-test program used was designed to test
all macro instructions exzept the I/O instructions and those skip
instructions associated with external signals. All micro words
within the micro memory are executed at least once except those
associated with "power on", "test set", interrupt and the above
mentioned macro instructions,

d. Results

Signals I00* through I15% constitute the data
buss to the console., The apparent detection of failures on these
points is related to console functions external to the CPU, This
group of 16 signals should not be considered tested within the
scope of this self-test program.

Signals P11, P12, P13, and P14 represent higher
order program counter bits, while TC2 represents the ripple carry
from P11 to P12 (since four bit counter/register chips are used,
only every fourth carry is available). These five signals repre-
sent those signals which are within the scope of the present
self-test program and which should be tested but are not. It
would be a relatively simple matter to add to or change the pro=-
gram to pick up these points, but for present purposes they
illustrate the point.

The score card then reads:

Control Arithmetic

Unit Unit Total
Total Nodes Tested 193 185 378
Interrupt Nodes 3 1 4
Manual Halt Nodes 3 0 3
I/0 Nodes 10 16 26
Valid Nodes Tested 177 168 345
Nodes not detected 0 5 5
¢Efficiency (Node Ground Fault) 100% 97.0% 98.55%

As indicated, the upper program counter bits could
be checked by adding to or modifying the self-test program to
utilize these upper addresses. This indicates the value of this
program testing technique in developing effective self-test.

*If all failures are equi-probable, then this quantity corres-
ponds to test coverage.
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Summary of Test Validation Procedure

) The hardware validation procedure can be extended
to include a large class of frequently encountered
stuck-at failures.

° As conducted, the validation did not exercise the
full potential of the self-test algorith. For
instance, the self-test checks the main memory
by a memory sum test and "walks" 1's through 0
fields and 0's thrqugh 1 fields in the scratch pad.

) Internal logic failures are difficult to simulate.
Work is being done in this area.

[ Failure moces of common digital devices should be
recorded, as they occur, in order to maintain a
continuing record. Design defects should be
distinguished from actual failures.

° Probabilities of device failures should be esti-
mated from actual field data.

° From the alkove data realistic failure modes of
digital devices can be estimated., Failure modes
with a high probability of occurrence should be
recognizable by the self-test algorithm,
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SUPPLEMENT A

In order to illustrate the probi:ms connected with the fault
diagnosis of a sequential machine we consider the following simple
sample:

The original and non~-failed machine, M, is shown in Figure VII-9
and the failed copy, M', in Figure VII-10.

The fault diagnostician is presented with machine, M', for
diagnosis. He is to determine that M' is or is not equivalent to
M by introducing a sequence of inputs into M' and observing the
outputs, He does not know what the initial state of M' is.
However, he can assume that

a, number of inputs = 2

b. number of outputs = 2

c. number of states = 2,

It would appear that it is sufficient to test each branch of

M' as though it were identical to M., The following sequence will
accomplish this purpese if M is initially in state, Sy

x1' XZ, x1' x2

If the sequence is repeated, just for good measure, then we
would observe the response

X1, xz, X1, xZ' X1, xz' x1’ xz
Y12 Y20 Y90 Yqr Yir Yoo Yor Yqo
We suppose that the failed copy is initially in state, Sy,

when subjected to the above sequence. Then we would observe, as
the reader can verify from the state diagram:

x1' xz' X1' XZ' x1' x2' X1' x2
q Yer Y20 Yqr Y10 Yo Y20 Y40 ¥y

The response is the same as would have been obtained from
M!

If the tester had been lucky he would have tried the sequence
X9, X3. The response of M would have been:

v
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initial state = 51:

initial state = Szz

£ut the response of
initial state = S1:
initial state = 82:

Xop
Yq.
X,
Yor
M' would
Xy
Yor
X9,

Y1,

X2
Y1
X2
Y2
have been:
X2
¥4
X2
Y2

Thus, for machine M' an input sequencc of length 2 would
have been sufficient to distinguish between M' and M,
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SUPPLEMENT B

SELF-TEST PROGRAM DESCRIPTION
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INSTRUCTION SET

MNEMONIC INSTRUCTION
ADD ADD
SUB SUBTRACT
CcMP COMPARE
LOAD LOAD
STO STORE
JU JUMP
JSAy Jump and Mark in Ay
' JSM Jump and Mark in memory
' ADDR Add registers

IAR Immediate add to register
SUBR Subtract registers
CMPR Compare registers
MPY Multiply registers
DIV Divide registers
TRA Transfer
IR Interchange registers
AND AND
OR OR

| LCM Logical complement
ACM Arithmetic complement
CLA Clear register
CLAg Clear register and overflcw
SLSL Shift left short logical
SRSL Shift right short logical
SLSA shift left short algebraic
SRSA Shift right short algebraic
RLS Rotate left short
SLLL Shift left long logical
SRLL Shift right long logical
SLIA Shift left lcng algebraic
SRLA Shift right long algebraic
RLL Rotate left long
DECEQ Decrement and skip if zero
DECNE Decrement and skip if not zero
SKGT Skip if >0
SKLE Skip if <0
SKGE Skip if >0
SKLT Skip if<0
SKEQ Skip if = 0
SKNE Skip if # 0
Ssov Skip if overflow set
SROV Skip if overflow reset
SSIE Skip if interrupt enable set
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MNEMONIC

SRIE
SSF1
SRF1
SSF2
SRF2
STIR
SFIR
STE1
SFE1
STE2
SFE2
STE3
SFL3
SET
RESET
FLIP
CONT
NOP
HALT
oD
OSR
ID
ISR
oC
ISW

INSTRUCTION

Skip
Skip
Skip
Skip
Skip
Skip
Skip
Skig
Skip
Skip
Skip
Skip
Skip

if
if
if
if
if
if
if
if
if
if
if
if
if

interrupt enable reset
flag 1 set

flag 1 reset

flag 2 set

flag 2 reset

interrupt request time
interrupt request fzlse
external 1 true
external 1 false
external 2 true
external 2 false
external 3 true
external 3 false

Set indicators

Reset indicators
Complement indicators
Control indicators

No operation

Halt

Output data

Output data skip if ready
Input data

Input data skip if ready
Output control

Input switch register
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1.0

2.0

INTRODUCTION

The BDX900 self-test consists of a self-test program,
to he loaded into the BDX900 computer memory and then
executed.

The self-test program is designed to test all macro
instructions except the I/O instructions and those skip
instructions associated with external signals. All

micro words within the micro memory are executed at least
once except those associated with 'power on', 'test set',
interrupt and the above mentioned macrn instructions.

DESCRIPTION

The self-test program consists of 24 blocks or sections.,
Figure VII-11 shows a memory map of the program and the
BDX900 assembler print-out shows the actual program. Each
of the blocks is described below:

Block 1 ~ This section consists of temporary storage
locations and constants used by the self-test
program,

Block 2 - This section contains the sequence control
instructions that direct the self-test program
through the variouc test sections and cause the
computer to halt when an error occurs.

Block 3 - This section cuntains the memory test. The test
consists of forming a running sum of the contents
of all memory locations used in the self-test
program. The final sum is compared with a stored
constant.

Block 4 - This cection contains instructions that interro-
gate it 14 of the test set switch register. If
bit 14 1 the indirect level test is entered. 1If
bit 14 0 the indirect level test is by-passed.

The indirect level test attempts to execute all
memory reference instrr.tions using sixteen levels
of indirect addressing. Correct execution of each
instruction causes the computer to come to a halt
with the indirect light in the ‘on' state.
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Address Memory Contents Aidress NMemory Contents

(octal) (octal)
Temporary Storage Test #8
000-141 Contents 1101-1167
Memory Block 1 Memory Block 13
Self-Test Prograwu
Test #9
149 equence Control
142-156 Instruct ions 1170-1234
Memory Block 2 v Memory Block 14
157-171 Memory Test Test #10
mH Memory Block 3 1235-1254 Memory Block 15
Indirect Test Test #11
172-244 (optional) 1255-1340
Memory Block 4 Memory Block 16
. Halt or Recycle Test #12
245-3717 (optional) 1341-1416
Memory Blouck 5 Memory Block 17
_ 400-447 Test #1 . 1417-1514 Test #13
Memory Block 6 Yemory Block '8
Test #2 Test #14A
450-864 1515-1552
Memory Block 7 Menmory Block 19
Test #3 Test #14B
565-630 1553-16826
Memory Block 8 Memory Block 20
Test #4 Test #14C
631-654 1627-1663
Memory Block 9 Memory Block 21
V Test #5 Test #1535
655-776 1664-1754
Memory Block 10 Memory Block 22
} Teet #6 Test #16
. 777-1023 1755-2074
Memory Block 1. Memory Block 23
Test #7 Test #17
1024—110q 2075-2154
Memory Block 12 Memory Block 24

SELF-TEST MEMORY MAP
FIGURE VII-11
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Block 5 ~ This section contains instructions that interrogate

Block 6

bit 15 of the test set switch register. If bit

15 = 0 the self-test program is executed once and
halted. If bit 15 = 1 the self test program is
recycled and continuously executed until the switch
is thrown to the zero state.

(Test 1) ~ This section is called Test 1 and is
the first section entered when the self test
program starts execution. Those instructions
associated with error detection are partially
tested until it is determined that they work
3ufficiently well for that purpose. The
instructions partially tested are:

° CMP (BASE ADDRESS), OVERFLOW NOT TESTED
) LOAD (BASE ADDRESS)

° IAR, OVERFLOW NOT TESTED

® JAS1 (BASE ADDRESS)

a) The "CMP" instruction is partially tested by
forming values in accumulators and comparing
them against stored constants. All three
conditions are tested - greater than, equal to,
and less than. The overflow condition is not
tested at this time. Only direct, base page
addressing is tested.

b) The "LOAD" instruction is tested by loading an
accumulator and then comparing against a stored
constant, Again only direct, base page
addressing is used at this time,

c) The "IAR" instruction is partially tested by
incrementing and decrementing an accumulator
and comparing the result in each case against
a stored constant. Testing of the overflow
condition and incrementing and decrementing
by larger amounts are deferred to a later
section,
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Block 7

d) The "JSA1" instruction is tested in conjunc-
tion with the "CMP" instruction by placing the
®*JSA1" instruction in the proper skip location
following the "CMP" instruaction. If the com-
pare was executed properly a skip will be made
to a "JSA1" instruction which in turn causes a
jump to a location where an "IAR" instruction
is stored. The "IAR" instruction causes the
contents of an accumulator to be incremented
thereby building up a check-sum. At the end
of test 1, the check-sum is compared against a
stored constant to determine if each "JsSatl"
instruction caused a jump to its proper loca-
tion.

The address stored in accumulator A1 by the
execution of a "JSA1" instruction is also
compared against a stored constant.

Only direct, base page addressing is used at
this time for the "“JSA1" instruction.

(Test 2) - This section completely tests the
~natrol and skip on indicator instructions., 1In
this section as well as all the other test
sections, no instruction is executed within a
section unless that instruction has been pre-
viously tested in past sections or unless that
instruction is presently under test. The instruc-
tions tested in this section are:

a) CONT f) SSF1
b) S50v g) SRF1
c) SROV h) SSF2
d) SSIE i) SRF2
e) SRIE

The control and skip on indicator instructions
are tested by setting the overfiow, interrupt
enable, flag 1 and flag 2 flip-flops a..d then
attempting to skip on the respective flip-flops
being reset as well as being set,

The above is repeated after the flip~-flops have
been toggled and repeated after the flip-flops
have been reset,
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Block 8

Block 9

Block 10

Each time a skip is made an accumulator is
incremented thereby developing a check-sum
which is compared against a stored constant

at the end of the test to insure that all skips
are made to the correct location.

(Test 3) - The complementing instructions LCM
and ACM are tested in this section.

The "LCM" and "ACM" instructions are tested by
complementing a known value of an accumalator
and transferring the result back to the same
accumulator and also complementing the value in
one accumulator and transferring it to a second
accumulator. The results are always compared
against stored constants.

In addition, accumulators A0, A1, A2 and A3
are tested in the process because each bit of
these accumulators contains a "1" and a "0"
during the test.

(Test 4)- The IAR instruction is completely
tested in this section including arithmetic
overflow., An accumulator containing a known
value is incremented and decremented using "IAR"
instructions such that both the overflow and

no overflow condition are generated while in-
crementing through positive values and also
while decrementing throagh negat.ve values.

The final sum is compared against stored
constants.

(Test 5) - The TRA, ADDR, ard SUBR instructions
are tested in this section (including arithmetic
overflow). The accumulator registers A4 through
A15 are tested by placing a "1" and “0" into

every bit of every register. This is accomplished
by using the "ADDR", "TR " and "LCM" instructions.
In the process, the "TRA" instruction is tested.

The "“ADDR" and "SUBR" instructions are tested
including arithmetic overflow by generating pre-~
determined sums and differences that produce
overflows and no overflows. Skips are then made
on the state of the overflow flip-flop. The sums
and differences are compared against stored con-
stants.
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Block 11

Block 12

Block 13

(Test 6) - The ADD (BASE ADDRESS) and SUB (BASE
ADDRESS) are tested (including arithmetic over-
flow) in this section.

Predetermined sums and differences are generated
that produce and don't produce arithmetic over-
flows. Skips are then made on the state of the
overflow flip-flop. The sums and differences

are compared against stored constants. Only
direct, base addressing mode is used at this time.

(Test 7) - The CMPR instruction is completely
tested in this section., The CMP (BASE ADDRESS)
is further tested for arithmetic overflow.

The "CMPR" instruction is tested by forming pre-
determined values in accumulators and comparing
them against stored constants. All three conci-
tions are tested -~ greater than, equal to, and
less than,

The overflow condition is also tested for both the
"CMPR" and "CMP" instructions by generating over-
flows for both the "CMPR" and "CMP* and skipping
on the overflow state.

Only direct, base addressing mode is used at this
time for the "CMP" instruction,

(Test 8) - The skip on accumulator instructions
and the decrement and skip instructions are
completely tested here. These instructions are:

a) SKGT e) SKEQ
b) SKLE f) SKNE
c) SKGE g) DECEQ
d) SKLT h) DECNE

The skip on accumulator instructions are tested
for both the skip condition and the non-skip
condition by loading an accumulator with a known
value and attempting to skip on that accumulator.

If a skip is made on a nou-skip condition the
sel{-test program is halted. If'a skip is made
on a skip condition the fivst instruction
encountered after the skip instruction is an "IAR"
instruction which causes an accumulator to be

wv
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Block 14

Block 15

Block 16

incremented thereby generating a check-sum, This
check~-sum is compared against a known value at the
end of the test to determine if all skips were
made to the correct loca*ion.

The "DECEO" and "DECNE" instructions are also
tested in the same manner as above including the
generation of arithmetic overflows.

(Test 9) - The logical "AND" and "OR"™ instructions
are tested in this section.

Both instructions are executed with known values
in accumulatcrs so that each pair of bits “"anded"
or "ored" together will successively contain one
of the four possible binary combinations.

(Test 10) - The register interchange instruction
IR is tested here along with its special case CLA.

The "IR" instruction is tested here by loading
known values into two accumulators and inter-
changing the contents of those accumulators. The
result is tested and the accumulators are again
interchanged back to the initial configuration
where result is again tested.

(Test 11) - The short shift instructions are
tested in this section along with overflow for
algebraic left shift. They are:

a) SLLL d) SRLA
b) SRLL e) RLL
c) SLLA

In order to execute every micro word associated
with the short shifts each shift instruction must
be executed at least three times - once with a
shift of zero bit positions, second with a shift
of one bit position and third with a shift of more
than one bit position.

Various bit patterns were used from a "one" in
the word to many “one's". After each shift the
result was added into a check-sum and the final
check sum was compared against a stored constant.

The overflow ccndition for the (SLSA) instruction
was tested.
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Block 17

Block 18

(Test 12) -~ The long shift instructions are tested
in this section along with overflow for the alge-
braic left shift. These instructions are:

a) SLLL d) SRLA
b) SRLL e) RLL
¢) SLLA

Testing the long shifts is accomplished in the
same manner as the short shifts.,

(Test 13) = The multiply instruction MPY is tested
in this section.

In order to test the (MPY) instruction eight
different multiply instructions were programmed
in order to execute every micro word associated
with the multiply instruction. After each multi-
plication the double length product is tested by
comparing it against a stored constant.

Blocks 19, 20, 21 (Test 14A, B, C) - The divide instruction

Block 22

is tested in these sections. As the divide test
is fairly long it is broken into three sections to
provide easier entry for an operator executing the
self-test on a "single instruction® basis.

Seventeen divide instructions were programmed in
order to execute every micro word associated with
the divide instruction. Four of these divisions
were needed to test the divide overflow for the
possible sign confiqurations of the operands.

After each divide instruction was executed the
resultant quotient and remainder were either used
as the operands for another divide or were added
into a check-sum which was periodically compared
against a stored constant.

(Test 15) - This section tests all forms of
direct addressing for the memory reference instruc-
tions. The instructions tested here are:

a) ADD d) CMP
b) SUB e) JSAO
c) LOAD f) GSAI

262




-

3.0

Block 23

Block 24

Each instruction is tested for the four forms of
addressing - base, relative to Program Counter,
relative to accumulator A0, and relative to
accunulator A1,

A memory constant is loaded in an accumulator

via a load instruction. A second memory constant
is added to the first via an add instruction
followed by the subtraction of a third memory con-
stant via a subtract instruction. The result is
compared against a fourth memory constant via a
compare instruction. The above is repeated for
each form of addressing.

The JSAO, JSA1, and JU instructions are tested by
programming jumps in the four forms of addressing.

{Test 16) -~ This section tests all forms of
indirect addressing for the instructions listed
above in Test 15.

The instructions are tested as in the previous
{est except that all the instructions are
executed with two Jevels of indirect addressing,

(Test 17) ~ In this section the STO and JSM
instructions are completely tested. This is
accomplished by successively loading and storing
several stored cons:ants into an accumulator.
These constants are in reality instructions., A
jump is made via a JSM instruction to the first
of the successively stored instructions. The
short routine is executed and a jump via an
indirect JU instruction is made back to the
test section. The four forms of addressing are
tested in both the direct and indirect mcde.

THEORY OF OPERATION

In this section a description of the general flow of the
self-test program will be given. Figure VII-12 shows a
flow diagram,

Execution of the self-test program begins with the instruc-

tion labeled "START" which clears a check sum location to
zero before entering Test 1, If an error is detected during
the execution of the early portion of Test 1 before it is
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determined that the JSA1 instruction is working sufficiently
well, the computer will be halted by a HALT instruction
imbedded within Test 1. If an error occurs after it has
been determined that the JSA1 instruction is working -uffi-
ciently well then a jump to the sequence control instiaction
labeled PNTER is made., At this point the computer is halted
and accumulator A1 will contain the address of the instruc-
tion from which the jump was made.

If no error is detected when the end of Test 1 is reached

a jump is made to the sequence control instruction labeled
PNTOK where a check sum is updated followed by a jump to the
first instruction of Test Zz. The above process is continued
from Test 2 through Test 16, If an error is detected a jump
is made to PNTER where the computer is halted with the "jump
out"” address contained in A1. 1If no error is detected by the
end of the test a jump is made to PNTOK where a check sum is
updated followed by a jump to the next test.

Eventually, a jump is made to Test 17 via PNTOK. Detected
errors are treated in the same manner as in previous tests.
Fowever, if no error is detected by the end of Test 17 a
jump is made to instruction labeled PNTND where the check
sum is tested. The check sum (CKSUM) is simply the cumula-
tive sum of each address of the locations from which the
jumps were made to PNTOX, plus +1, If the check sum is not
correct a jump is made to PNTER with A1 containing the
address of the "jump out” location. If the check sum is
correct a jump is made to the memory test.

The memory test furms a running sum of the contents of

all memory locations from octzl (0 0 1 1) through (2 1 5 4)
and compares result against a known value., If the com-
parison shows the sum is in error a jump is made to PNTER
with accumulator A2 containing the "jump out" address.

A correct comparison here indicates that the memory test
and the self test has passed.

At this point the contents of the test set (ccnsole)
switch register is interrogated. 1If bit 14 = 1 the
indirect level test is executed. If bit 14 = 0 the
indirect level test is passed.

Finally, the contents of the test set switch register bit

15 is interrogated. If bit 15 = 0 the computer is halted.
If bit 15 = 1 the self-test program is repeated.
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APPENDIX VIIX

MULTIPLEX COMMUNIC: TIONS

Flight control systems and most particularly redundant systems
generally require large numbers of communications paths betw:2en
the flight control computer and the several subsystems which
interface with it, Assuming that the flight control computer
is a digital computer the primary communications links are:

° Digital computers to and from sensors
° Digital computers to and from digital computers
' ® Digital computers to and from actuators
[ Digital computers to and from control and display
panels

The number of links required depends uvon the degree of cross-
strapping required, the level of rea. dancy and monitoring
strategy.

State-of-the-art development in the area of microminiaturization
has made it possible to conzider the use of multiplex communica-
tions links for data transfer. With this technique a single
communications path can be shared by more than one signal,

thus reducing the number of paths and the corresponding con-
nectors in the digital computer. These and other potential
benefits of multiplexing are summarized as follows:

° Reduction in wires and wire weight,
° Standardization of subsystem interfaces.
° System flexibility - modifications can be imposed on

the system in the form of additional sensors or dis-
plays witbkout the necessity for extensive rewiring,

° Reduction in connectors and pins particularly in the
digital computer 1/0.

° Potential improvement in EMI and EMR due tou fewer
wires and the use of shielded, twisted pair wires
for data bussing.
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It has been suggested that multiplexing resuits in improved
detection of failures of the bus and improved detection and
isolation of failure of interface units. These benefits appear
to be specious because failure rates of signal paths are in-
significant compared with failure rates of the subsystems,
Moreover, since special interface units were introduced to
accommodate multiplexing, failure detection and isolation to
these units can hardly be considered an advantage. Failures

of subsystems will remain as difficult to detect and isolate

as formerly.

The advantages of multiplexing are considerable particularly
the reduction in wires, standardization of interface and

system flexibility. It may reasonably be anticipated that
multiplexing will soon become a standard feature of the flight
control system, At the present time, however, the cost of
multiplexing may tend to offset some of these benefits, Of

the enumerated benefits none appears to provide an improvement
in system reliability. If anything, a reduction in relia-
bility can be expected due to the proliferation of interface
units which are required to accommodate the multiplex system.

In order to achieve standardization, it appears that each sub-
system (for instance, a single sensor) will require a dedicated
A/D and D/A converter, a serial transmitter and receiver with
transformer coupling, encoders, decoders, clocck oscillators,
etc. Since these units will replace the present multiplexed
computer I/0 the additional cost in size, weight and dollars
could be prohibitive.

In the following sections an attempt will be made to evaluate
the impact of multiplexing on redundancy management. Several
multiplex and dedicated communications systems will be selected
for a triplex configuration and compared with respect to the
fcllowing parameters:

[ Bus loading
e Real time to process data
° Weight of wires and interface units

e Reliability

With the tradeoff as our goal we proceed to define the pertinent
characteristics of the multiplex system.
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1. Characteristics of the Multiplex System

It will be assumed that the multiplex system is a time
division multiplex system as described in the Proposed Military
Standard for Aircraft Multiplex Data Bus, revised July, .
In this system data 1s transferred in serial, digital pulse
code modulation form. The data code is Manchester Bi-Phase
Level as defined in MIL-STD-442, From the standpoint of flight

control systems redundancy requirements, the follcwing speci-
fications regarding the multiplex system are pertinent:

a. The communications systems consists of a set of sub-
systems (e.g., sensors, actuators, digital computers, displays,
controls) which may communicate with each other or with the
digital computer via a multiplex bus.

b. The interface betwzen each subsystem and the bus
consists of:

° Multiplex Terminal Unit (MTU)
° Subsystem Interface Unit (SSIU)

° Additional subsystem electronics to interface
with the SSIU

The purpose of the MTU is to interface between the bus
and the SSIU. The MTU is a common element in all subsystems
and consists of a transmitter, receiver, coupling transformer,
clock oscillator and associated electronics. The MTU detects
signals on the bus, converts from Manchester to NRZ and per~
forms a parity check. Similarly, the MTU receives NRZ data
from the SSIU, encodes the data to Manchester and transmits
over the bus.

The SSIU is application dependent and may differ for
each subsystem., For purposes of this study, we define a stan-
dard SSIU which may interface with a sansor, an actuator on a
digital computer. The SSIU receives NRZ data from the MTU and
converts it to a parallel word. The appropriate information
is extracted and transmitted to the subsystem. 1In the reverse
direction the SSIU receives parallel NRZ data from the sub-
system, encodes and converts it to serial form and transfers
it to the MTU. When interfacing with a digital computer the
SSIU data will be gated onto an internal computer bus to be
transferred to an appropriate accumulator or memory location.
In the reverse direction the data is gated from the internal
computer bus to the SSIU. When the SSIU interfaces with a
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sensor it will operate primarily (exclusively except for Bit)
in the receiving mode to accept data previously converted from
analog to digital form in the subsvstem. The necessary elec-
tronics, including the A/D converter, is contained in the sub-
system, When the SSIU interfaces with an actuator it will
operate in both the transmit and receive modes. Data will be
transmitted to the subsystem for D/A conversion and received
from the subsystem having been previously converted from analog
to digital form.

Figures VIII-1, VIII-2, VIII-3 and VIII-4 show the
functional block diagram of the multiplex system, MTU, SSIU and
the subsystem interface electron.cs, respectively.

¢c. The bus traffic is controlled by the command/response
rule according to which an MTU will respond only when commanded
to by the bus controller.

d. For our purposes the bus controller will be associated
with a digital flight control computer and will, if necessary,
utilize applicable portions of the I/0 or DMA control hardware
as well as computer software.

e, The use of transformer coupling reduces the suscept-
ibility to hot shorts and the use of stubbing prevents loss of
the main bus due to "opens™ at or near the terminal units.

The bus, however, is susceptible to extraneous AC signals

which may be injected by any transmitter on the line. Accord-
ingly, if a single transmitter interfaces with every redundant
bus, then a single failure can result in loss of the entire
communications system., While this event may not be very probable
(and this must be demonstrated in any case) if detection and
disengage capability is provided in each subsystem the
possibil. “v, however, remote, of a single failure causing loss
of the ent re system must be avoided whenever possible. 2s

a consequence, the multiplex system will be subject to the-
same restrictions regarding common failures as all other sub-
systems. In particular, in no circumstances will a transmitter
unit have access to more than one bus.

f. Each MTU will perform a self test to detect any signal
transmission from itself to the data bus which has not been
commanded by the bus controller. Detected failures will rause
the MTU to disengage itself from the bus.

g. The data transmission rate of the bus will be one
megabit per second (or, equivalently, one bit per microsecond).
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h. Data will be transmitted in words: either a command
wocd, a data word ovr a status word. Each word will consist of

20 binary bits. The respective word formats are shown in Figure
VIII-S,

i. A message from the bus controller to an MTU will con-
sist of a command word to either transmit or receive data.
If the command is to receive data the bus controller will then
transmit the data words as specified by the word count. Upon
reception of the last data word the MTU will transmit a status
word back to the controller., If the command is to transmit
data then the MTU will transmit a status word to the bus
controller followed by the data stream as specified by the word
count. In flight control applications the bus controller
will request the transmission of a single word at a time,
the exception being intercomputer transfers or actuator feed-
back variables. As a consequence, and according to the MIL
Standard, three serial words would be required to transmit a
single data word: a command word, the data word and a status
word. Since this could result in excessive bus loading we
take the liberty of eliminating the status word and reserve
the unused bits of the 16 bit data word for error coding.
This is justified since only 12 bits can be practicably
utilized by an A/D or D/A converter at the present time. In
all subsequent estimates we will assume that two, 20 bit
serial words are required to transmit one data word.

2. Ground Rules for Trade-0Off Estimates

In addition to the aforementioned characteristics of the
communications system we postulate the following ground rules
which will form the basis for the estimates to follow:

a. DMA -~ All digital computer input and output variables
are accessed via Direct Memory Access (DMA), If the DMA is a
Cycle Steal then it requires about one microsecond of real
time to access a single data word. This includes both the
address (contained in the command) and the data. The selection
of DMA for these estimates is not necessarily a recommendation
and certainly does not preclude accessing via program control.
Under program control data would be requested by the program
in the flight control computer. The request would require 2
and possibly 4 microseconds depending uoon the location of
the address field in the ccmputer. It would then require at
least 40 microseconds for the data to be returned irn a form
ready for access (it requires one microsecond per bit on a
one megabit bus), I% wouid then require -ne or possibly 2
microseconds to transfer the data to a memory location on DMA,
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or to an accumulator if under program control. While it is
possible, in principle, to perform other programmed computa-
tions in the interim, it is usually difficult to arrange in
practice. Thus, we may assume that it requires at least 43
microseconds to access a single data word under program control.

b. Sampling Rate - The inner loop sampling rate is assumed
to be 50 per second, The outer loop variables are sampled at
10 per second.

C. DMA Refresh Rate - The DMA refresh rate is 4 times
the sampling rate; 1.e., 200 samples per second for inner
loop variables and 40 samples per second for outer loop variables,

d. Equalization - We assume that actuator equalization
is required and, hence, that all actuators of the same axis
require different commands.

e. Configuration - We assume for the purpose of this
trade-off a triplex configuratioa.

f. Display, control panel and bite communications, failnure
and disengage logic are not included in the trade-off.

g. Sensors - We assume 15 sensors sampled at 50 per
second and 15 sensors sampled at 10 per second. Thus, the
inner loop sensors require 15 x 50 x 4 x 2 = 6000 serial words
per second and the outer loop sensors require 15 x 10 x 4 x 2 =
7200 serial words per second. The total number of serial
words required to process sensor information is 7200 serial
words.

h. Actuators - We assume 4 actuators, each actuator re-
quiring 3 words of data transmission; i.e., a command, follow-
up and equalization data word. All variables are sampled at
50 per second. If a computer supplies an alternate command
to another actuator then only the conmand data word is required,
the other words being supplied via the nominal, command computer
data bus., Hence, each actuator bus requires 4 x 50 x 4 x 3 x 2 =
4800 serial words per second for direct communds and 4 x 50 x
4 x 2 x 2 = 3200 serial words per second for alternate com-
mands to the other channel actuators.
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i. Intercomputer - Intercomputer communications require
15 data words at samples per second to each computer. Ve
assume that the same words are transferred to both computers,
Hence, intercomputer transfer requires 15 x 50 x 4 x 2 = 6000
serial words per second. If the transfer is performed under
program control then 15 x 50 x 43 = 32,250 microseconds of
real time is required.

3. Actuator commands and internal actuator variables

are transmitted to all computers. This permits all computers
to:

° monitor actuator commands directly,

° supply actuator loop closures (if necessary)
for all computers, and

° supply appropriate and possibly different
commands to all computers in the event that
the nominal command computer fails.,

k. The following data regarding topology, wire weights
and reliability of the interface units is assumed:

° Distance between digital computers is negligibly
small.

® Distance from each sensor to each computer =
100 feet.

® Distance from each computer to each actuator =
100 feet,

° Sensor to computer dedicated wiring = 24 gauge,
insulated, twisted pair = 0.5 lbs. per 100 feet.

° Computer to actuator dedicated wiring = 22 qauqge,
insulated, twisted pair = 0.8 lbs, per 100
feet.

() Multiplexed data bus wiring = shielded, twisted
pair = 1,5 1lbs./100 feet.

() Fach MTU/SSIU weighs 0.5 lbs*x exclusive of the
A/D and D/A converters required in each subsystem.

*Based on the use of SSI and MSI devices.
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o A combined A/D and D/A converter and associated
electronics weighs 0.4 1lbs,#®

) Stubbing wiring and connector weights not
included.

° Failure rate of each MTU/SSIU = 10 x 106
failures per hour.

® Failure rate of an A/Dsconverter and associated
electronics = 10 x 10”° failures per hour.

° Failure rate of a D/A gonverter and associated
electronics = 10 x 10™° failures per hour,

° From i, j and h the total additional failure 6
rate to be added to each subsystem is 30 x 10~
failures per hour.

® Because they are somewhat equivalent and, hence,
tend to cancel each other out, weight and re-
liability of signal selection devices (gates) and
analoq voters are not irncluded.

) Power supply requirements, including wiring,
are not included in the trade-off. It can be
expected that multiplex and dedicated systems
will require the same number of wires for power
supply. Assuming

(1) That the flight control computers will
supply power to all subsystems and

(2) power is transmitted on 22 gauge insulated
pairs of wire at 0.8 lbs,./100 ft.

then the additional weight due to power supply 4
wiring in both systems is 81.6 lbs., (90 sensors
and 12 actuators).

*Based on SSI, MIT devices,
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3. Trade-offs of Multiplex Configurations

Five multiplex and three dedicated cormunications systems
for a triplex redundant configquration are shown in Figures
VIII-6 through VIII-14, The indicated weights only include
wiring, interface units and A/D and D/A converters,

CONFIGURATION I

3-BUS SYSTEM
SENSOR/COMPUTER CROSS STRAPPING
NO COMPUTER/ACTUATOR CROSS STRAPPING

7 70 (SENSORS)
4,800  (ACTUATORS)
5.000 (INTECOMPUTER)

—— A —

18,000 SERIAL WORDS PER SECOND PER BUS
18,000 x 20 = 360,000 BITS PER SECOND PER BUS
18,000 x 3 x.5 = ,000 # SEC PROCESSING TIME
= 2,7% REAL TIME
WEIGHT = 106.5 LBS.

CONFIGURATION IA
SAME AS I WITH COMPUTER/ACTUATOR CROSS STRAPPING

7,200
8,000

6,000
21,200 SERIAL WORDS PER SECOND PER BUS
21,200 x 20 = 424,000 BITS PER SECOND PER BUS
21,200 x 3 x.5 = ¢500 # SEC PROCESSING TIME
= 3.15% REAL TIME
WEIGHT = 127.5 LBS,
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CONFIGURATION II

6 - BUS SYSTEM

SENSOR/COMPUTER X STRAPPING

NO COMPUTER/ACTUATOR X STRAPPING
DEDICATED INTERCO!M. JTER BUS SYSTEM

7,200

4,800
12,000

240,000
6,000

120,000
27,000

SAME AS T1I

15,200

304,090
6,000

31,500

SERIAL WORDS PER SECOND PER SENSOR/
ACTUATOR BUS

BITS PER SECOND PER SENSOR/ACTUATOR BUS

SERIAL WORDS PER SECOND PER INTER-
COMPUTER BUS

BITS PCR SECOND PER INTERCOMPUTEPR BUS

# SEC PROCESSING TIME
= 2,7% REAL TIME
WEIGHT = 111.0 LBS,

CONFIGURATION IIA

WITH COMPUTER/ACTUATOR X STRAPPING

SERIAL WORDS PER SECOND PER SENSOR/
ACTUATOR EUS

BITS PFR SECOND PER SENSOR/ACTUATOR BUS

SERIAL WORDS PER SECOND PER INTER-
COMPUTER BUS

# SEC PROCESSING TIME
= 3.15% REAL TIME
WEIGHT = 132.0 LBS,
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CONFIGURATION IIX

6-BUS SYSTEM
SENSOR/COMPUTER X STRAPPING
COMPUTER/ACTUATOR X STRAPPING

INTERCOMPUTER BUSSES SUPPLY ALTERNATE ACTUATOR
COMMANDS
7,200

5 4,800
12,000 SERIAL WORDS PER SECOND PER SENSOR/

ACTUATOR BUS
ﬂ 240,000 BITS PER SECOND PER SENSOR/ACTUATOR BUS
9,200 SFRIAL WORDS PER SECOND PER INTER-
COMPUTER BUS
184,000 BITS PER SECOND PER INTERCOMPUTEPR BUS
31,500 # SEC PROCESSING TIME
= 3.15% OF REAL TIME
WEIGHT = 132.0 LBS.
4
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CONFIGURATION IV

6-BUS SYSTEM
SENSOR/COMPUTER X STRAPPING VIA COMPUTER/ACTUATOR BUS
NO COMPUTER/ACTUATOR X STRAPPING

7,200 SERIAL WORDS PER SECOND PER SENSOR BUS
144,000 BITS PER SECOND PER SENSCR BUS

7,200
4,800

6,000

18,000 SERIAL WORDS PER SECOND PER ACTUATOR BUS
360,000 BITS PER SECOND PER ACTUATOR BUS

7,200

18,000

25,200 x 3 x.5 = 37,800 » SEC PROCESSING TIME
= 3,78% REAL TIME
WEIGHT = 108,0 LBS,

CONFIGURATION IVA
SAME AS IV WITH COMPUTER/ACTUATOR X STRAPPING

7,200 SERIAL WORDS PER SECOND PER SENSOR BUS
144,000 BITS PER SECOND PER SENSOR BUS
21,000 SERIAL WORDS PER SECOND PER ACTUATOR BUS
424,000 BITS PER SECOND PER ACTUATOR BUS
28,400 x 3 x.5 = 42,000 uSEC PROCESSYNG TIME
= 4,2% REAL TIME
WEIGHT = 129,0 LBS,
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CONFIGURATION V

6~BUS SYSTEM
SENSOR/COMPUTER X STRAPPING
COMPUTER/ACTUATOR X STRAPPING

7,200 SERIAL WORDS PER SECOND PER SENSOR BUS
144,000 BITS PER SECOND PER SENSOR BUS

8,000
6,000

14,200 SERIAL WORDS PER SECOND PER ACTUATOR BUS
230,000 BITS PER SECOND PER ACTUATOR BUS

21,200 x 3 x .5

]

31,500 » SEC PROCESSING TIME
3.15% REAL TIME
WEIGHT = 132.0 LBS.
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CONFIGURATION VIII

DEDICATED SYSTEM *
SENSOR/COMPUTER X STRAPPING VIA ANALOG VOTERS
COMPUTER/ACTUATOR X STRAPPING VIA ANALOG VOTERS

WEIGHT = 124,.5 LBS.
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CONFIGURATION VIII

DEDICATED SYSTEM ¢
SENSOR/COMPUTER X STRAPPING VIA ANALOG VOTERS
COMPUTER/ACTUATOR X STRAPPING VIA ANALOG VOTERS

WEIGHT = 124,5 LBS.
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4, Conclusions

a. Perhaps the most important inference from the results
is that the multiplex system can accommodate the required bus
loading as indicated by Configuration IA where the bus loading
is a maximum.

b. It can be expected that provision t.or intercomputer
communications will be a requirement in any flight control
system confiquration. The guantity of data to be transferred,
however, is very difficult to assess without a knowledge of
the details of the specific configquration, the voting and
monitoring strategy employed, etc. As a consequence, of the
multiplex arrangements, Configuration I is recommended because
it permits large quantities of intercomputer transfers without,
in any way, affecting the loading of the main busses,

C. The main busses of Confiquration I1I, even with sensor/
computer and computer/actuator cross strapping, requires 304 K
bits/sec. or less than 1/3 of the bus capacity.

d. The weight trade-off indicates that the dedicated
and multiplex configurations are approximately equal. This
is due to our assumptions regarding

° number of sensors and actuators

[ the use of dedicated M1U/SSIU and A/D,
D/A converters for each subsystem

° estimated weights of 0.5 lbs., for each M:J/
SSIU and 0.4 lbs. for each A/D, D/A
converter combination.,

e. Each subsystem of the multiplexing configuration
assur..s an additional failure rate of 30 x 10~ failures per
hour due to the interface units, This could represent a con-
siderable degradation in mission reliability.,

£f. The cost of the multiplex system can be reduced
considerably if subsystems share a common MTU/SSIU unit. This
would result in an increa2s@ in wires and wire weight depend-
ing upon the proximity of the subsystems to the interface
unit. Moreover, when several subsystems share a ¢ommon inter-~
face there is always the problem of common mode failures.
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gd. The estimates are based on present day technology.
It can be expected that the reliability of weight and dollar
cost of the interface units will improve over the next several
years to the point whare multiplexing will indeed become a

feasible alternative,
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APPENDIX IX
COMMON MODE AND SOFTWARE SINGLE POINT FAILURES

The reliability model used in the tradeoff studies was
based on a number of assumptions regarding the effects of fail=-
ures, Specifically, it was assumed that:

° Two undetected, dissimilar failures in different
channels of either a triplex or quadruplex configuvra-
tion would render the system non-operational.

° Two latent, dissimilar failures in different channels
of either a triplex or quadruplex configuration would
render the system non-operational.

° A failure in any channel would not significantly
reduce test coverage for that channel or any other
channel.

° A single, undetected failure in either a triplex or
quadruplex configuration will not result in degraded
performance,

(] Failure in one channel of either a triplex or quad-
ruplex configuration is independent of failures in
any other channel.

In practice, of course, on~ or more of these assumptions may not
be valid in a given situa~ion. For exampla, a failure in one
channel frequently reduces :he ability of the test to detect
subsequent failures, and ir. the case of comparison monitoring,

may even reduce coverage in other channels as well. Nevertheless,

the assumptions do not appear to be unreasonable in the context
of the present study,

-n this section specific attention will be focused on the
last assumption above. Failures which affect two or more
channels of a redundant system care classified as either common
mode failures or sinile point failures. The latter type of
Failure includes failures o primary actuators, controi links,
power supplies, design defects or single point software failures.
Common mode failures are caused by an environmen* which causes
two or more channels to behave as though effected by a single
point failure., Typical causes of common mode fr.ilures are an

excessively noisy environment. EMI, power transients, avalanching
in signal selection devices or synchronization lock.
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1. Single Point Failures

It is clear that the probability of a single point
failure of any kind must be consistent with the reliability goals
of the system, In particular, the probability of a single point
failure per flight hour must be considerably less than 3.0 x 10-6
for a fighter aircraft and 0.23 x 106 for a commercial transport.
As a consequence, the probability of a software single point
failure must be a fraction of the total probability of a single
point failure. To fix upon a number it is not unreasonable to
assume that the probability per flight hour of a software single
point failure should be less than 0.3 x 10~6 for a fighter and
0.023 x 10-6 for a transport, if the system does not provide for
dissimilar channels, Unlike conventional single point failure
rates, which are determined by equipment failures, software
single point failure and their probabilities of occurrence are
determined by the environment; i.e., the event of assuming a
certain state or exercising a certain transition path. Because
it is not practicable to exercise all possible states and trans-
ition paths software verification procedures can be extremely
costly and time consuming. The large number of possible states
makes it unlikely that software verification can be accomplished
by a deterministic test algorithm alone. Some form of random
selection appears to be required. The development of such pro-
cedures for the flight control application is an area for future
effort.

2, Examples of Single Point and Common Mode Failures

While the major sources of single point and common
mode failures of conventional analog systems are well known, the
sources in a digital control system are perhaps less familiar.
In any case they are certainly different and, as a consequence,
some examples of typical failures will be given. The list of
course, is by no means exhaustive and is supplied merely to
illustrate the possibilities:

a. M oversight by the programmer which, under certain
remote conditions, causes the system to behave in an unpredict-
able manner.

b. A typical operation of a whole word computer is the
negation of a numerical quantity. This is usually accomplished
by taking the 2's complement. However, the 2's complement of the
most negative number is the most negative numbe: Thus, if the
programmer inadvertently takes the 2's complement of =1 the
result could be a hardover into all channels.
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c¢. A similar result is obtained if an arithmetic register
overflows, and the overtflow is not compensated for. An overflow
could result in an effective hardover into all channels.

d. Division by zero.

e. Division when the dividend and divisor are equal. In
some division algorithms the remainder will assume an erroneous
value.

f. Multiplication may require that the multiplicand be
located in an even numbered arithmetic register., While violation
of this rule is detected in the Assembler, it may happen that,
due either to a manual insertion of an instruction or a power
transient which causes the program register to assume a random
value, the condition is violated. It has been observed that if
the multiplicand and multirlier are in odd numbered registers
the microgram goes into a "D@" loop from which there is no re-
covery except by removing power and then reengaging the system,
The "D@" loop is not interrupted even by the normal external
interrupt because the "D@" is contained entirelv within a single
micro instruction.

g. when program synchronizing two or more computers via bi-
directional intercomputer links it is possible for the computers
to continually attempt synchronization without actually being
able to do so. This condition could result in the cessation of
all computations.

h. A power transient or excessive noise could result in
loss of bits in transit on an internal computer bus., If the
bits represented an address to the Program Register the result
would be unpredictable since the computer would interpret an
arbitrary data word as an instruction. The proper instruction
sequence is recoverable upon reception of the next external
interrupt which causes the computer to execute a predetermined
instruction. However, variable storage, such as integrators,
would not be recoverable. One solution is to reinitialize the
entire set of variable storage. The resultant hiatus in the
computations could have serious consequences to the safety of
the airplane.

i, Intercomputer links, and particularly bi-directional
links, could fail under "hot short" or other line transient con-
ditions. 1In this event and because the links are eventually

gated onto the memory busses, the affected computers could be
seriously damaged.
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It is emphasized that the above failure conditions may be
computer dependent and, in most cases, represent careless pro-
gramming., In any case, once a failure condition ‘s identified
steps can be taken to either eliminute it or minimize its effects.

Unfortunately, it is the unidentificsd conditions that will cause
the major problems.
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APPENDIX X
TEST VALIDATION CONSIDERATIONS

From the results of the tradeoff studies it may be concluded
that test coverage it a critical parameter in determining flight
safety reliability of a redundant system. ' While test coverage
requirements will vary considerably, depending upon the config-
uration, values between 0.99 and 0,999 can reasonably be expected.
Compromising between these extremes we will select 0.995 as a
tentative goal for purposes of this discussion. Having estab-
lished the coverage required it remains to determine the coverage
actually achieved.

1. Validation Procedure

Assume that a test procedure has been devised for an
LRU. The validation procedure will consist of the following
steps:

Step 1

Enumerate all component failures of the LRU (Ignore,
fov the moment, the feasibility of identifying all failures).

Step 2

Enumerate relative failure rates of all component
fajlures,

Step 3

Simulate component failures at random; i.e., according
to their relative frequency of occurrence.

Step 4

Tabulate the number of failures detected and compute
the ratio SN/N where

SN = number of failures detected
N = number of failures simulated

Since a = P(Z|F), we naturallv expect that SN/N will approximate
the unkncwn coverage, 1-a ,
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Each simulated failure is interpreted as a Bernoulli trial
with probability of success equal to 1 - a , Let it be desired
to estimate 1-awith an accuracy of ¢ ; i.e., N is chosen so
large that

S
N . (X-~1)
_N € € l-a,

Unfortunately no sample size can give absolute assurance that
SN/N satisfies (X=-1). Since absolute certainty is unattainable
we settle for an arbitrary confidence level, A , and only require
that N be large enough to insure that

P §I—\I-e Sl-a) 2 2\,

N (X=2)

The number of trials necessary to insure the inequality of (X-2)
depends upon the three parameterse¢, A and 1-a ,

Accuracy, €

Since it is desirable to be able to distinguish between
a coverage of .99 and .999 the accuracy must, as a minimum,
satisfy the inequality

€ S 0.005,

This requirement imposes an additional requirement on the degree
of ignorance regarding the known failures of the .LRU; i.e., if

M = total number of failures of the device (assumed
to be equiprobable)

m = total known failures (also assumed to be
equiprobable)

then

Thus, for = ,005 = 1/200, at least 199 of every 200 failures
of the device must be known in order to generate a failur. model
which is consistent with the accuracy requirement of the valida-
tion program,
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confidence lLevel, A

For repeatability of the validation experiment the con-
fidence level should be approximately unity. However, the cost
of high confidence can be considerable in terms of the number
of simulated failures which are required., As a consequence,
some compromise is desirable. It is proposed to use a confidence
level of 90X (i.e., A = .9) which yields a reasonable repeat-
ability but, as will be seen does not result in an excessive
number of trials,

Test Coverage, 1-a

Although the purpose of the validation program is to
establish the value of 1-a, it may happen that the test coverage
is known, a priori, to exceed a known value. This is not an
unreasonable expectation since the test was presumably devised
to detect a certain minimal set of failures. Since values of
1- « between .8 and .95 are relatively easy to establish we may
assume that 1-a > ,95, This will reduce the number of simulated
failures required.

Sample Size

Returning now to the Bernoulli trials, the probability
that the number of successes, Sy, lies between Ky and K, is given
by

Kz . .
N- (X-3)
P(K.ss_s<K.| = ¢ N (1-a)? @
1 °N 2 . J
J'K1
where 1- is the probability of success; i.e., of a detected
failure,

If K4 and K; are selected such that

Ky =0 (Xt)
and
K, = N(1l-ate)
then P[K <8 sK,:Pf_I\'_-esl-a
17°N 752 N
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which corresponds to the left side of inequality (X-2). Un-
fortunately the right side of (X=-3) is difficult to evaluate when
N is large. For this purpose we use the

DeMoivre-Laplace Theorem: Z‘N(l‘“)*' 5
P(K <5 <K.)) ¢ )
"N 2 JNa(i-a)
K,-N(l-a) -.5
-¢
Na(la
when

¢(z) = J-z exp( )

and " V" means that the ratio of the two side= of (X=5) tends
to unity as N tends to =

Substituting K¢ and K, of (X-4) into(X~5) yields
P \ (X-6)

~ ¢ [ Ne +.5 -¢ [-N(l-a) -

\.,/Na (1-a) VNa ( 1-a)
The right side of (X-6) is substituted into. (X=2) and the number
of samples, N, is evaluated as a function of rand 1-a , The
result is shown in Fiqure X-1, where A is plotted versus N for

several values of 1- awith an accuracy of .005, It it is known,
a priori, that

!sN el

l"a 2 095

then the number of simulated failures required for a 90% con-
fidence in 3000, approximately.

2. Summary

From the preceding discussion and sample computation it
can be seen that validating a test coverage goal exceeding 0.995
may require a comprehensive failure model and the capability of
simulating large numbers of failures. The faiiure model must be
consistent with the accuracy requirement of the validation pro-
gram which means that the unknown failures may not exceed 1/200
of the total failures of the device. As pointed out in Appendix
VII, simulating non-destructive failures of digital devices can
present considerable difficulties particularly when such failures
affect internal states or transition paths.
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APPENDIX XI

SYNCHRONIZATION REQUIREMENTS FOR REDUNDANT
DIGITAL FLIGHT CONTROL SYSTEMS

1. General

Rather than presenting particular schemes for synchron=-
izing digital computers, this discussion will attempt to determine
what unique factors of digital implementation dictate the degree
of synchronization required. Motivation for this review is based
on the fact that traditional redundant systems have been designed
without a general synchronization scheme.

By way of defining terms, synchronization will be con-
sidered to mean (near) simultaneous occurrence of similar events
in each of the redundant channels. This can range from sampling
a particular input variable; e.g., servo follow-up, at the same
time in each redundant channel up to having each micro-program
step in each redundant computer occur at the same time.

2. Passive Redundant Configuration

Figure XI-1 shows an elementary triple redundant con-
figuration with no cross strapping of intermediate variables. It
is assumed that the output variables command servos whose outputs
add on a channel basis to control the aircraft. This type of
redundance has been called "passive" since failures are not
actively detected nor is the configuration altered as a function
of a failure, The effect of a failed channel would be a 33X loss
of authority and gain for a passive failure, and in addition a
33X offset for a hardover failure. For this configuration the
outputs (non-failed state) would be a control law modified form
of the inputs distorted by four factors:

a. transport lag as a function of the iteration rate and
algorithm

b. input noise as modified by input filtering and folding
effects

c. output ripple due to non-infinite iteration rate and
large rate of output change

d. computer errors,
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Transport lag is most evident when the input changes
immediately after the data is input to the computer so that the
input change cannot affect the output until the next iteration.
When the inputs are synchronized between the three redundant
channels then the net output will suffer an average transport
lag. If the three channels are asynchronous, then the average
transport lag will be the same. Thus, the net output information
will be as fresh on the average for the asynchronous as for the
synchronous case.

The effect of input noise folding will depend on the
degree of synchronizing the data input events., For example,
assume that the three input signals of a given type, three pitch
rate signals, contain in-phase noise components (such as power
supply frequency) near a multiple of the sampling frequency.
This will fold down to give an output noise component at the
difference frequency, the amplitude of which will be largest
when the data input events are synchronized and, in general,
smaller when they are not synchronized. Of course, this noise
effect would have to be made small in any case by suitable pre-
filtering so it is not considered significant in any case. Out-
put ripple will be a function of synchronizing the output event,
the worst case (largest ripple) being when synchronized and the
best when phased 1/3 sampling interval apart. Obviously, if
considered of significance, one could synchronize the output
events so that they always occur 1/3 sampling interval apart.

In any event, suitable choice of iteration rate and post filter~
ing can reduce this ripple to small enough values so that this
effect is not considered of significance.

The effects of computer errors such as truncation and
round-off on control system performance has not been extensively
studied, to our knowledge. Accordingly, the effect of the degree
of synchronization on these errors would be difficult to estab-
lish, However, one truncation error problem that has been identi-
fied is that associated with integration and lag filter functions
that are slow compared to the iteration rate. 1In such cases a
dead space effect can be observed when the increment per iteration
required is less than the least significant bit of the data word.
In applications where this dead space is of significance, the
effect can be made negligible by a simple double precision oper-
ation. Therefore, at least in this case, the question of syn-
chronization is not affected. Therefo.., the "passive" re-
dundant configuration as outlined here does not have any
significant need for synchronization of any type.

308




3. Analog Output Voting

Although the "passive" redundant configuration is con-
ceptually simple there are several objections to it, the most
important being the sensitivity to a hardover failure and the
change in gain after failure. These difficulties can be obviated
by "voting" the output signals; i.e., by selecting a good signal
for transmission downstream, There are many such signal selec-
tion schemes available for both analog and digital formats, If
analog voters are used for the output signals, the system can be
made relatively insensitive to first failures that occur upstream
of the voter and the system characteristics are independent of
synchronization except for the noise effects mentioned previously.

u, Input Signal Comparison

It is desirable to have the ability to compare redun-
dant input signals for failure detection and for signal selection
purposes. Equivalent signals must be compared more or less simul-
taneously depending on the comparison accuracy required for the
particular signal. This is so whether the comparison is accom-
plished by the digital computer or with dedicated hardware. How-
ever, when using differential amplifiers for comparison monitors,
their speed of response is so rapid that for control signal fre-
quencies the comparison is essentially simultaneous., However,
if the comparison is done in the digital computer(s), non-
simultaneous sampling will cause an error in the comparison which
could he significant.

A comparator error due to sampl.ng delay equivalent to
1% of full scale signal would probably be acceptable in most
cases. Assuming an input rate of zero to full scale signal in
ne second, then the sampling delay between two signals to be
cumpared should be less than 10 milliseconds.

When the comparisons are done in computer software, the
redundant signals must be entered into the computers. Two methods
of entering such data are shown in Figure 2, 1In the first method
all redundant signal sets are sequentially converted and entered
into each computer whereas in the second method intercomputer
buses transfer the necessary data on a digital basis.

Considering the first method, the worst case lag be-
W#een any two compared signals will be twice the conversion time
or about 60 . s, This will be the only delay of concern if there
is assurance that the comparisons are not made between new and
stale data; i.e., that the comparison routine is not run in the
time period that the signals to be compared are being refreshed,



This assurance is readily provided by proper pro-
gramming when the input multiplexers and converters are program
controlled, However, when the input section is independently
controlled, and particularly when DMA is used, this assurance is
more difficult to provide. One method that has been suggested is
to assign a flag bit in each converted word so that flag bit
status indicates common; i.e., adjacent, sampling.

For the second input method indicated in Figure XI-2,
the problem is more difficult., If the input multiplexercs, A/D
converters and computers are all asynchronous, then the relative
rreshness of data being compared is a function of the basic re=-
fresh rates. As an example consider an autopilot having twenty
input control signals. At 30 s s per conversion, the maximum
staleness at the converter output would be 600 us. If the inputs
are DMA'd into one computer and then DMA'd out to the other com-
puters then only a few additional microseconds of staleness would
be added. Thus, in each computers comparisons will be made of
data that is at most 600 us late which is considerably less than
the 10 ms. allowed.

However, in method 2 if the conversions and data com-
munications are under program control, then either the programs
in each computer must be synchronized to better than 10 ms or
else the conversions and data communications must be iterated at
least 100 times per second.

5. Output Signal Comparisons

Comparisons of redundant computers outputs are useful
for ‘.oth failure detection and voting. If the computers have
identical inputs and are fully synchronous then with no failures
the computer outputs will be identical at every instant. Even if
the computers are "clock synchronized" if the input data are not
identical then due to conditional branches in the program, the
programs may not be synchronous and the outputs may not be ident-
ical. 1If the input data are identical but the computers are
asynchronous, then the outputs will be identical but delayed by up
to one iteration time.

Therefore, there are two problems to be considered:

a. grossly different outputs due to differences in the
operating programs caused by conditional branching when using
nonidentical input data

b, timing differences in the outputs caused by asynch-
ronous computer operations resulting in delays of up to one {
iteration cycle.
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The first problem is not unique to digital systems;
it also occurs in analog systems, A good example of this is the
transition from glide slope track to flare modes in an autoland
system, This transition is normally a function of altitude and
altitude rate signals., Due to tolerances in the redundant sig-
nal sources the channels will not switch to flare at the same
time so that one channel is calling for the flare maneuver while
the other channels are attempting to track the glide slope beam,
As a result the output comparators will alarm, Solutions to this
are either to equalize the signals prior to the signal switch or
else to design the switching logic so that all redundant signals
have to be below the critical value before the mode is initiated.
These solutions are applicable to the digital system but their
implementation requires that internally generated variables or
logic states be communicated between the computers. If this
communication link uses DMA or interrupt then the computers can
be asynchronous since both computers need not be simultaneously
at particular points in their programs., However, if both recep-
tion and transmission of data is under program control then
synchronization is required so that when one computer transmits,
the other receives,

The second problem; i.e., timing differences between
redundant outputs, involves the desired speed of comparator
response, the desired comparator threshold, the basic iteration
rate and the maximum required output rate. Assuming the values
used in section 4, comparator threshold of 1% of full scale and
maximum rate of zero to full ucale in one second, then the maxi-
mum increment per iteration will be (FS)/I (where I is the itera-
tion rate). This will also be the comparator error for the worst
case computer delay of one iteration. If the input data in each
computer is identical then the output values will be identical
for no failure so that the delay ervor is the only error. There-
fore, for instantaneous comparison the delay error must be less
than the comparator threshold in order to have no nuisance alarm;
i.e., (FS)/I £,01 (FS) or 12100 iterations per second. 1If the
input data into each computer is not identical then there will be
comparator errors due to tolerances between input data sources.
If arbitrarily one half of the allowable error is assigned to
these sources and the other one half to output delay then 12 200
iterations per second would be needed.

However, it is questionable that instantaneous output
comparison is really necessary and that some type of delayed
comparison would not be sufficient. As an xample, suppose that
"B" computer leads the "A" computer. Then the "A" comparison done
immediately after the "A" update will be correct. If "B" lags
"A" then the "A" comparison done before the "A" update is correct.
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Therefore, if no failure exists then the smaller of these two
comparisons is correct. If the incremental output per iteration
can be larger than the desired failure detection threshold, then
failure logic requiring that both comparisons exceed the threshold
would be used,

However, for step failures there could be an alarm
delay equivalent to one iteration time, It is desirable to make
the alarm delay as short as possible but this is at the expense
of increased iteration rate. How large the alarm delay may be is
a function of the aircraft sensitivity and response character-
istics of the servos. If the serve redundancy is such that the
servo is insensitive to command failures, then relatively large
alarm delays would be acceptable since the main purpose would be
to alert the pilot. If the servos respond to the failure and the
alarm is to be used to disconnect the failed computer, then the
alarm delay should be shorter to reduce the amount of servo
motion and resultant aircraft transient due to the failure. In
that case, an alarm delay of 50 to 100 ms would be appropriate.
As an example, for an aircraft having 1 deg/g sensitivity and
3 rad/sec. second order response, and a servo with slew rate of
40 deg/sec., a disengage delay of 100 ms would meet the normal
.1 g transient requirement.

6. Cor_lusions

The question of synchronization arises where there is
communication between computers., Communication which is program
controlled requires synchronization at least on a program basis.
Communications which are independently controlled do not require
synchronization since the refresh rates for typical flight con-

trol applications can be made high enough to make relative errors
negligible.

The major area where synchronization might be desirable
is where variables computed in each redundant computer are to be
compared. If these comparisons must be made and action taken
very rapidly (on the order of 10 ms), then some type of synchro-
nization would be preferable to an increase in the basic itera-
tion rate to values higher than would otherwise be necessary.
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APPENDIX XII

ANA_DG INNER LOOPS/DIGITAL OUTER LOOPS

General Observations

1.

2.

In the ccatext of supplying an autopilot command, the digi-
tal computer can be treated as any other sensor with a rela-
tively high failure rate. Because its failure rate will be
approximately equal to the failure rate of the inner %oop,
cross strapping between the digital computer and the inner
loop is desirable.

The signal interface between the digital outer loop and the
analog inner loop presents no unusual problems,

Because of its computational flexibility the digital com-
puters can compensate for undesirable feedback in the inner
loop. For example, the autopilot command, as supplied by
the digital computer, may cancel the stick command and
acceleration feedback or effectively increase rate feedback
in a particular mode of flight. Obviously, stick force,
rate and acceleration sensors must be accessible to the
digital computer in order to achieve this compensation.

Variable authority limits can be computed in the digital
computer and the autopilot command computed accordingly.
However, in the event of a failure of the digital computer,
the computed limit must be superseded by a slightly higher
limit contained in the inner 1lqop.

Easy on, easy off and synchronization functions of the auto-
pilot commands are computed in the digital computer--thus

eliminating the need for dedicated circuitry in the inner
loop.

Care must be taken to prevent an inner loop channel from
disengaging in the event of a digital computer failure.

For example, in a triplex system with three digital computer
outer loops, if each computer supplies a dedicated auto-
pilot command to an inner loop, a failure of a digital com-
puter could result in disengagement of the inner loop chan~
nel. This situation could occur if the inner loop monitor-
ing detects a difference between the servo commands before
the autopilot failure is detected. This is an extremely
undesirable situation because it significantly reduces the
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reliability of the inner loops. Assuming that the inngr
loop monitoring must be rapid in order to reduce 9ndesxr-
able failure transients it appears that the solution i§ ,
(1) to supply the same (or effectively the same) autopilot
command to all inner loops or (2) monitor, isolate and dis-
engage autopilot command failures before the failure is
detected by inner loop monitoring. 1In this latter strategy,
however, an alternate autopilot command must be available;
otherwise an imbalance will develop between inner loops
causing either a disengagement or a reduction in servo
authority. In summary,

(a) each inner loop must receive effectively the same '
autopilot command and

(b) alternate autopilot commands must be provided if high
reliability of the autopilot is required without per-
formance degradation.

All autopilot commands should be authority limited.* The
authority limit may be varied as a function of g's, dyna-
mic pressure, airspeed, trim, etc, If the authority limit
(for safety) is compatible with autopilot performance, then
outer loop monitoring may be performed by the digital com-
puters which may either disengage one autopilot command or
annunciate the failure at the control panel for manual dis-
engagement by the pilot. In any case, the outer loop
authority limit which should preferably be located in the
inner loop is sufficient protection against failure. 1In
the critical case, however, the authority limit is not
compatible with autopilot performance. In this event the
inner loops should be provided with the means of detecting
autopilot failures. While it is possible, in principle, to
monitor the outer loops external to the inner loops, it is

desirable for Bit to concentrate all .-mitoring in the inner
loops.

In order to reduce the effect of autopilot disengagement
transients due to failures of the outer loops it is desirable
to include a fade-out circuit in the inner loop. This cir-
cuit could be a simple lag filter. The undesirable lag

effects can be compensated for in the digital computer for
normal operation.

* By authority limit we mean rate and amplitude of signal.
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9, Digital computers can be used for Bite signal generation and
testing. When used for this purpose, at least one digital
computer must be operational before each flight.

Configurations

Several outer loop/inrer loop configurations are presented for
consideration. It is emphasized that our objective is to prevent
alternatives rather than recommendations. For simplicity it is
assumed that the inner loop (FBW) is a triplex arrangement.

Figure XII-1

In this arrangement a single digital computer supplies the auto-
pilot commands to all axes. Implicit in this confiquration is the
assumption that the authority limit is compatible with autopilot
performance. The failure rate of the autopilot is at least as
great as that of the digital computer; e.g., 120 x 10-6 failure
per hour. If autopilot sensors are not cross-strapped, the fail-
ure rate could be considerably worse. Wit} a single digital com=-
pgier, a single computer failure could resu.t in a hardover to

all axer,

Figure XI1I-2

In this configuration two digital computers supply a single auto-
pilot command to all axes and all channels. The authority limit
is presumed to be compatible with performance, Selection of one
of the two available autopilot commands is performed by the pilot,
assisted by comparison monitoring between computers followed by
computer self test in the event of a comparison difference. This

arrangement results in a considerable improvement in outer loop
availability.

Figure XII-3

In this arrangement two digital computers supply two separate
autopilot commands for all axes and all channels. The two auto-
pilot commands are compared in each inner loop channel. Detected
failures result in rapid autopilot disengagement. While some
authority limit is provided, it is assumed that the safety limit
is nct compatible with autopilot performance. Reliability and
availability of the autopilot is considerably worse than that of
a single computer as in Figure 1, since loss of one of two com-
puters will result in loss of the outer loop.
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Figure XII-4§

In this configuration there are three digital computers, each
supplying the autopilot command for all axes and all channels.
Command selection and monitoring is performed in the inner loops.
It is assumed that selection and failure monitoring of autopilot
sensors, if performed by the digital computers, is compatible
with safety requirements since it must be presumed that the
authority limit is not compatible with autopilot performance.
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